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## Abstract -

We consider two time-invariant Markov sources of arbitrary order and finite alphabet described by the probability distributions $p^{(n)}$ and $q^{(n)}$, respectively. We show that the Kullback-Leibler divergence rate, $\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)$, between $p^{(n)}$ and $q^{(n)}$ exists and is computable. We also examine its rate of convergence and illustrate it numerically. The main tools used to obtain these results are the theory of nonnegative matrices and Perron-Frobenius theory. Finally, we provide a formula for the Shannon entropy rate $\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right)$ of Markov sources and examine its rate of convergence.

## I. Introduction

Let $\left\{X_{1}, X_{2}, \ldots\right\}$ be a first-order time-invariant Markov source with finite alphabet $\mathcal{X}=\{1, \ldots, M\}$. Consider the following two different probability laws for this source. Under the first law,

$$
\operatorname{Pr}\left\{X_{1}=i\right\}=: p_{i} \quad \text { and } \quad \operatorname{Pr}\left\{X_{k+1}=j \mid X_{k}=i\right\}=: p_{i j}
$$

$i, j \in \mathcal{X}$, so that

$$
p^{(n)}\left(i^{n}\right)=: \operatorname{Pr}\left\{X_{1}=i_{1}, \ldots, X_{n}=i_{n}\right\}=p_{i_{1}} p_{i_{1} i_{2}} \cdots p_{i_{n-1} i_{n}}
$$

$i_{1}, \ldots, i_{n} \in \mathcal{X}$, while under the second law the initial probabilities are $q_{i}$, the transition probabilities are $q_{i j}$, and the $n$-tuple probabilities are $q^{(n)}$. Let $p=\left(p_{1}, \ldots, p_{M}\right)$ and $q=\left(q_{1}, \ldots, q_{M}\right)$ denote the initial distributions under $p^{(n)}$ and $q^{(n)}$ respectively.

The Kullback-Leibler divergence [11] between two distributions $\hat{p}$ and $\hat{q}$ defined on $\mathcal{X}$ is given by

$$
D(\hat{p} \| \hat{q})=\sum_{i \in \mathcal{X}} \hat{p}_{i} \log \frac{\hat{p}_{i}}{\hat{q}_{i}},
$$

[^0]where the base of the logarithm is arbitrary. The application of this measure can be found in many areas such as approximation of probability distributions [3], [10], signal processing [8], [9], pattern recognition [1], [2], etc. One natural direction for further studies is the investigation of the Kullback-Leibler divergence rate
$$
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)
$$
between two probability distributions $p^{(n)}$ and $q^{(n)}$ defined on $\mathcal{X}^{n}$, where
$$
D\left(p^{(n)} \| q^{(n)}\right)=\sum_{i^{n} \in \mathcal{X}^{n}} p^{(n)}\left(i^{n}\right) \log \frac{p^{(n)}\left(i^{n}\right)}{q^{(n)}\left(i^{n}\right)}
$$
for sources with memory. In [6, p. 40], Gray proved that the Kullback-Leibler divergence rate exists between a stationary source $p^{(n)}$ and a time-invariant Markov source $q^{(n)}$. This result can also be found in [13, p. 27]. To the best of our knowledge, this is the only result available in the literature about the existence and the computation of the KullbackLeibler divergence rate between sources with memory. In the sequel, we provide a computable expression for the KullbackLeibler divergence rate between two arbitrary time-invariant finite alphabet Markov sources. Let us first recall some useful results about non-negative stochastic matrices (i.e., with the property that the sum of the entries in each row is equal to 1) most of which may be found in [4, Chapter 3], [5, Chapter 4], and [12, Chapter 1].

## II. Preliminaries

Matrices and vectors are positive if all their components are positive and non-negative if all their components are nonnegative. Throughout this section, $P$ denotes an $M \times M$ stochastic matrix with elements $p_{i j}$. The $i j$-th element of $P^{m}$ is denoted by $p_{i j}^{(m)}$. We write $i \rightarrow j$ if $p_{i j}^{(m)}>0$ for some positive integer $m$, and we write $i \nrightarrow j$ if $p_{i j}^{(m)}=0$ for every positive integer $m$. We say that $i$ and $j$ communicate and write $i \leftrightarrow j$ if $i \rightarrow j$ and $j \rightarrow i$. If $i \rightarrow j$ but $j \nrightarrow i$ for some
index $j$, then the index $i$ is called inessential (or transient); otherwise, it is called essential (or recurrent). Thus if $i$ is essential, $i \rightarrow j$ implies $i \leftrightarrow j$, and there is at least one $j$ such that $i \rightarrow j$.

With these definitions, it is possible to partition the set of indices $\{1,2, \ldots, M\}$ into disjoint sets, called classes. All essential indices can be subdivided into essential classes in such a way that all the indices belonging to one class communicate, but cannot lead to an index outside the class. Moreover, all inessential indices (if any) may be divided into two types of inessential classes: self-communicating classes and non selfcommunicating classes. Each self-communicating inessential class contains inessential indices which communicate with each other. A non self-communicating inessential class is a singleton set whose element is an index which does not communicate with any index (including itself). A matrix is irreducible if its indices form a single essential class; i.e., if every index communicates with every other index.

Proposition 1 [12, p. 14] By renumbering the indices (i.e., by performing row and column permutations), it is possible to put a stochastic matrix $P$ in the canonical form

$$
\left[\begin{array}{cccccccc}
P_{1} & \ldots & 0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & \ldots & 0 & 0 & \ldots & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & P_{h} & 0 & \ldots & 0 & \ldots & 0 \\
P_{h+11} & \ldots & P_{h+1 h} & P_{h+1} & \ldots & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
P_{g 1} & \ldots & P_{g h} & P_{g h+1} & \ldots & P_{g} & \ldots & 0 \\
P_{g+11} & \ldots & P_{g+1 h} & P_{g+1 h+1} & \ldots & P_{g+1 g} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
P_{l 1} & \ldots & P_{l h} & P_{l h+1} & \ldots & P_{l g} & \ldots & 0
\end{array}\right]
$$

where $P_{i}, i=1, \ldots, g$, are irreducible square matrices, and in each row $i=h+1, \ldots, g$ at least one of the matrices $P_{i 1}, P_{i 2}, \ldots, P_{i i-1}$ is not zero. The matrix $P_{i}$ for $i=1, \ldots, h$ corresponds to the essential class $C_{i}$; while the matrix $P_{i}$ for $i=h+1, \ldots, g$ corresponds to the self-communicating inessential class $C_{i}$. The other diagonal block sub-matrices which correspond to non self-communicating classes $C_{i}, i=g+1, \ldots, l$, are $1 \times 1$ zero matrices.

A right eigenvector, $b$, corresponding to an eigenvalue $\lambda$, is a nonzero vector such that $P b=\lambda b$. A left eigenvector, $a$, corresponding to $\lambda$, is a nonzero vector such that $a P=\lambda a$. Note that $a$ is a row vector while $b$ is a column vector.

Proposition 2 [5, p. 115] If $P$ is irreducible, then $P$ has a real positive eigenvalue $\lambda=1$ that is greater than or equal to the magnitude of each other eigenvalue. There is a positive left (right) eigenvector, $a(b)$, corresponding to $\lambda$, unique within a scale factor.

Remark: The left eigenvector $a$ is the unique stationary distribution $\pi$ of $P$ associated with the largest positive real eigenvalue $\lambda=1$ and $b^{t}=(1, \ldots, 1)$, where $t$ denotes the transpose operation.

Proposition 3 [7, p. 524] Let $P$ be the probability transition matrix for an irreducible Markov source. Also, let $a(b)$ be the left (right) eigenvector associated with the largest positive real eigenvalue $\lambda=1$ such that $a b=1$. Also, let $L=b a$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P^{i}=L
$$

Moreover, there exists a finite positive constant $C$ such that

$$
\left\|\frac{1}{n} \sum_{i=1}^{n} P^{i}-L\right\|_{\infty} \leq \frac{C}{n}
$$

for all $n=1,2, \ldots$ and $\|\cdot\|_{\infty}$ is the $l_{\infty}$ norm, where the $l_{\infty}$ norm of an $M \times M$ matrix $A$ is defined by $\|A\|_{\infty} \triangleq$ $\max _{1 \leq i, j \leq M}\left|a_{i j}\right|$.

With the aid of Proposition 1 and Proposition 3, it can be shown that the cesáro limit $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P^{i}$ of an arbitrary (not necessarily irreducible) stochastic matrix $P$ exists and is computable.

Proposition 4 [4, p. 129] Let $P$ be the probability transition matrix for an arbitrary Markov source with associated canonical form as in Proposition 1. Let $a_{i}\left(b_{i}\right)$ be the left (right) eigenvector associated with $\lambda=1$ such that $a_{i} b_{i}=1$, for $i=1, \ldots, h$. Let
$D=\left[\begin{array}{ccc}b_{1} a_{1} & \ldots & 0 \\ 0 & \ldots & 0 \\ \ldots & \ldots & \ldots \\ 0 & \ldots & b_{h} a_{h}\end{array}\right], \quad B=\left[\begin{array}{ccc}P_{h+11} & \ldots & P_{h+1 h} \\ \ldots & \ldots & \ldots \\ P_{g 1} & \ldots & P_{g h} \\ P_{g+11} & \ldots & P_{g+1 h} \\ \ldots & \ldots & \ldots \\ P_{l 1} & \ldots & P_{l h}\end{array}\right]$.
Also, let

$$
C=\left[\begin{array}{cccccc}
P_{h+1} & \ldots & 0 & \ldots & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
P_{g h+1} & \ldots & P_{g} & \ldots & \ldots & 0 \\
P_{g+1 h+1} & \ldots & P_{g+1 g} & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
P_{l h+1} & \ldots & P_{l g} & P_{l g+1} & \ldots & 0
\end{array}\right] .
$$

We have the following:

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P^{i}=\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right]
$$

where $I$ is the identity matrix.

Proposition 5 [7, p. 492] Let $A$ be a non-negative matrix. The spectral radius $\rho(A) \triangleq \max \{|\lambda|: \lambda$ eigenvalue of $A\}$ satisfies

$$
\min \{\text { row sum }\} \leq \rho(A) \leq \max \{\text { row sum }\} .
$$

The following lemma follows by appropriately modifying the proof of the above proposition.

Lemma 1 If $A$ is non-negative and irreducible and the row sums are not all identical, then the spectral radius $\rho(A)$ satisfies

$$
\min \{\text { row sum }\}<\rho(A)<\max \{\text { row sum }\} .
$$

Proof: Let $\lambda$ be the largest positive real eigenvalue of $A$ with associated strictly positive left eigenvector $a$. Without loss of generality $a$ can be normalized, i.e., the sum of its components is equal to 1 . Let $\mathbf{1}^{t}$ be the row vector

$$
\mathbf{1}^{t}=(1, \ldots, 1)
$$

Note that $a \mathbf{1}=1$. We have $a A=\lambda a$. Hence $a A \mathbf{1}=\lambda a \mathbf{1}=\lambda$. On the other hand

$$
a A \mathbf{1}=a\left[\begin{array}{c}
R_{1} \\
R_{2} \\
\vdots \\
R_{M}
\end{array}\right]
$$

where $R_{i}, i=1, \ldots, M$ denotes the sum of the $i$-th row. Let

$$
R_{\max }=\max \left\{R_{1}, \ldots, R_{M}\right\}
$$

Then

$$
a A \mathbf{1}<a\left[\begin{array}{c}
R_{\max } \\
R_{\max } \\
\vdots \\
R_{\max }
\end{array}\right]=\sum_{i=1}^{M} a_{i} R_{\max }=R_{\max }
$$

Therefore

$$
\lambda<R_{\max }
$$

Similarly, we can show that

$$
\lambda>R_{\min }
$$

where

$$
R_{\min }=\min \left\{R_{1}, \ldots, R_{M}\right\}
$$

Finally we conclude that

$$
R_{\min }<\rho(A)<R_{\max }
$$

Proposition 6 [7, p. 494] If a non-negative matrix $A$ has a right positive eigenvector $b$, then for all $n=1,2, \ldots$ and for all $i=1, \ldots, M$ we have

$$
\sum_{j=1}^{M} a_{i j}^{(n)} \leq\left[\frac{\max _{1 \leq k \leq M} b_{k}}{\min _{1 \leq k \leq M} b_{k}}\right] \rho^{n}(A)
$$

The following corollary follows directly from the previous proposition by observing that, $a_{i j}^{(n)} \leq \sum_{j=1}^{M} a_{i j}^{(n)}$ for all $i=$ $1, \ldots, M$ and $j=1, \ldots, M$.

Corollary 1 If $A$ is non-negative and irreducible, then $A^{n} \leq$ $\rho^{n}(A) C$ (i.e., $a_{i j}^{(n)} \leq \rho^{n}(A) c_{i j}$ ), for all $n=1,2, \ldots$, where
 independent of $n$.

## III. Kullback-Leibler divergence rate

## A First-order Markov sources

We assume first that the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ is of order one. Later, we generalize the results for sources of arbitrary order $k$. Let $p$ and $q$ be the initial distributions with respect to $p^{(n)}$ and $q^{(n)}$ respectively. Also, let $P$ and $Q$ be the probability transition matrices with respect to $p^{(n)}$ and $q^{(n)}$ respectively. Without loss of generality, we may assume that $p$ and $P$ are absolutely continuous with respect to $q$ and $Q$ respectively (i.e., $q_{i}=0 \Rightarrow p_{i}=0$ and $q_{i j}=0 \Rightarrow p_{i j}=0$ for all $i, j \in \mathcal{X})$. We have the following results.

Theorem 1 Suppose that the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ under $p^{(n)}$ and $q^{(n)}$ is irreducible. Let

$$
V^{t}=\left(S\left(X_{2} \mid X_{1}=1\right), \ldots, S\left(X_{2} \mid X_{1}=M\right)\right)
$$

where

$$
S\left(X_{2} \mid X_{1}=i\right) \triangleq \sum_{j \in \mathcal{X}} p_{i j} \log \frac{p_{i j}}{q_{i j}}
$$

The Kullback-Leibler divergence rate between $p^{(n)}$ and $q^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)=\sum_{i \in \mathcal{X}} \pi_{i} S\left(X_{2} \mid X_{1}=i\right)
$$

where $\pi=\left(\pi_{1}, \ldots, \pi_{M}\right)$ is the unique stationary distribution of $P$.

Proof: We have that

$$
\begin{aligned}
& \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= \\
& \quad \frac{1}{n} \sum_{i \in \mathcal{X}}\left[p\left(X_{1}=i\right)+\cdots+p\left(X_{n-1}=i\right)\right] S\left(X_{2} \mid X_{1}=i\right) \\
& \quad+\frac{1}{n} \sum_{i \in \mathcal{X}} p\left(X_{1}=i\right) \log \frac{p\left(X_{1}=i\right)}{q\left(X_{1}=i\right)}
\end{aligned}
$$

which can be also written as

$$
\begin{align*}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= & \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V  \tag{1}\\
& +\frac{1}{n} \sum_{i \in \mathcal{X}} p_{i} \log \frac{p_{i}}{q_{i}} \tag{2}
\end{align*}
$$

Note that (2) approaches 0 as $n \rightarrow \infty$. Hence, by Proposition 3 , we obtain the desired result.

Theorem 2 Suppose that the Markov sources $p^{(n)}$ and $q^{(n)}$ are arbitrary (not necessarily irreducible, stationary, etc.). Let $V^{t}=\left(S\left(X_{2} \mid X_{1}=1\right), \ldots, S\left(X_{2} \mid X_{1}=M\right)\right)$, where

$$
S\left(X_{2} \mid X_{1}=i\right) \triangleq \sum_{j \in \mathcal{X}} p_{i j} \log \frac{p_{i j}}{q_{i j}}
$$

Let the canonical form of $P$ be as in Proposition 1. Also, let $B$, $D$ and $C$ be as defined in Proposition 4. The Kullback-Leibler divergence rate between $p^{(n)}$ and $q^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)=p\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right] V .
$$

Proof: We have that

$$
\begin{aligned}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= & \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V \\
& +\frac{1}{n} \sum_{i \in \mathcal{X}} p_{i} \log \frac{p_{i}}{q_{i}}
\end{aligned}
$$

Then, the desired result follows immediately from Proposition 4.

Theorem 3 The rate of convergence of the Kullback-Leibler divergence rate between $p^{(n)}$ and $q^{(n)}$ is of the order $1 / n$.

Proof: Clearly, the rate of convergence of (2) to 0 is of the order $1 / n$. In Proposition 3, it is proved that the rate of convergence of the cesáro sum of an irreducible matrix is of the order $1 / n$. On the other hand, if $P$ is not irreducible, let $P_{i}, i=h+1, \ldots, g$ be the sub-matrices corresponding to inessential classes as in Proposition 1. Every $P_{i}$ is irreducible and hence, by Corollary 1, we have that

$$
\begin{equation*}
P_{i}^{n} \leq \rho^{n}\left(P_{i}\right) G_{i}, \quad i=h+1, \ldots, g \tag{3}
\end{equation*}
$$

where $G_{i}$ is a matrix with identical entries that are independent of $n$. If $P_{i}$ has all row sums identical then $\rho\left(P_{i}\right)<1$ by Proposition 5. Otherwise, $\rho\left(P_{i}\right)<1$ by Lemma 1. Hence, by (3), $P_{i}^{n}$ converges exponentially fast to the zero matrix of the same dimensions for each $i=h+1, \ldots, g$. By considering the cesáro sum of the canonical form of $P$, we get that the rate of convergence of (1) is of the order $1 / n$. Therefore the rate of convergence of the Kullback-Leibler divergence rate is of the order $1 / n$.

## B $k$-th order Markov sources

Now, suppose that the Markov source has an arbitrary order $k$. Define $\left\{W_{1}, W_{2}, \ldots\right\}$ as the process obtained by $k$-step blocking the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$; i.e.,

$$
W_{n}:=\left(X_{n}, X_{n+1}, \ldots, X_{n+k-1}\right) .
$$

Then $\left\{W_{n}\right\}$ is a first order Markov source with $M^{k}$ states. Let $p_{w_{n-1} w_{n}}:=\operatorname{Pr}\left(W_{n}=w_{n} \mid W_{n-1}=w_{n-1}\right)$. Let $p=$ $\left(p_{1}, \ldots, p_{M^{k}}\right)$ and $q=\left(q_{1}, \ldots, q_{M^{k}}\right)$ denote the arbitrary initial distributions of $W_{1}$ under $p^{(n)}$ and $q^{(n)}$ respectively. Also, let $p_{i j}$ and $q_{i j}$ denote the transition probability that $W_{n}$ goes from index $i$ to index $j$ under $p^{(n)}$ and $q^{(n)}$ respectively, $i, j=1, \ldots, M^{k}$. Then clearly $D\left(p^{(n)} \| q^{(n)}\right)$ can be written as

$$
\begin{aligned}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= & \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V \\
& +\frac{1}{n} \sum_{i \in \mathcal{X}^{k}} p\left(W_{1}=i\right) \log \frac{p\left(W_{1}=i\right)}{q\left(W_{1}=i\right)}
\end{aligned}
$$

It follows directly that the previous results also hold for a Markov source of arbitrary order.

## IV. Shannon entropy Rate

The existence and the computation of the Shannon entropy rate of an arbitrary time-invariant finite-alphabet Markov source can be deduced from the existence and the computation of the Kullback-Leibler divergence rate. We have the following corollaries.

Corollary 2 Suppose that the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ under $p^{(n)}$ is irreducible. Let

$$
V^{t}=\left(H\left(X_{2} \mid X_{1}=1\right), \ldots, H\left(X_{2} \mid X_{1}=M\right)\right)
$$

where

$$
H\left(X_{2} \mid X_{1}=i\right) \triangleq-\sum_{j \in \mathcal{X}} p_{i j} \log p_{i j}
$$

The Shannon entropy rate of $p^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right)=\sum_{i \in \mathcal{X}} \pi_{i} H\left(X_{2} \mid X_{1}=i\right)
$$

where $\pi=\left(\pi_{1}, \ldots, \pi_{M}\right)$ is the unique stationary distribution of $P$.

Corollary 3 Let the canonical form of $P$ be as in Proposition 1. Also, let $B, D$ and $C$ be as defined in Proposition 4. Then, the Shannon entropy rate is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right)=p\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right] V
$$

where $V^{t}=\left(H\left(X_{2} \mid X_{1}=1\right), \ldots, H\left(X_{2} \mid X_{1}=M\right)\right)$, and

$$
H\left(X_{2} \mid X_{1}=i\right) \triangleq-\sum_{j \in \mathcal{X}} p_{i j} \log p_{i j}
$$

Corollary 4 The rate of convergence of the Shannon entropy rate of $p^{(n)}$ is of the order $1 / n$.

## V. Numerical examples

In this section, we use the natural logarithm.

Example 1: Let $P$ and $Q$ be two possible probability transition matrices for $\left\{X_{1}, X_{2}, \ldots\right\}$ defined as follows:

$$
P=\left[\begin{array}{ccccc}
1 / 4 & 0 & 0 & 1 / 2 & 1 / 4 \\
2 / 3 & 0 & 1 / 3 & 0 & 0 \\
0 & 0 & 1 / 5 & 0 & 4 / 5 \\
4 / 7 & 0 & 3 / 7 & 0 & 0 \\
0 & 0 & 3 / 4 & 0 & 1 / 4
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{ccccc}
2 / 5 & 0 & 0 & 2 / 5 & 1 / 5 \\
4 / 5 & 0 & 1 / 5 & 0 & 0 \\
0 & 0 & 2 / 3 & 0 & 1 / 3 \\
5 / 6 & 0 & 1 / 6 & 0 & 0 \\
0 & 0 & 3 / 8 & 0 & 5 / 8
\end{array}\right]
$$

Let $p=(2 / 7,4 / 7,1 / 7,0,0)$ and $q=(1 / 5,1 / 5,3 / 5,0,0)$ be two possible initial distributions under $p^{(n)}$ and $q^{(n)}$, respectively. In canonical form, $P$ and $Q$ can be rewritten as

$$
P=\left[\begin{array}{ccccc}
1 / 5 & 4 / 5 & 0 & 0 & 0 \\
3 / 4 & 1 / 4 & 0 & 0 & 0 \\
0 & 1 / 4 & 1 / 4 & 1 / 2 & 0 \\
3 / 7 & 0 & 4 / 7 & 0 & 0 \\
1 / 3 & 0 & 2 / 3 & 0 & 0
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{ccccc}
2 / 3 & 1 / 3 & 0 & 0 & 0 \\
3 / 8 & 5 / 8 & 0 & 0 & 0 \\
0 & 1 / 5 & 2 / 5 & 2 / 5 & 0 \\
1 / 6 & 0 & 5 / 6 & 0 & 0 \\
1 / 5 & 0 & 4 / 5 & 0 & 0
\end{array}\right]
$$

simply by permuting the second and fifth rows (columns) and the first and third rows (columns). Note that $P$ has 1 essential class, 1 inessential self-communicating class and 1 inessential non self-communicating class. Accordingly, the initial distributions are rewritten as $p=(1 / 7,0,2 / 7,0,4 / 7)$ and $q=(3 / 5,0,1 / 5,0,1 / 5)$, after permuting the first and third indices and the second and fifth indices. We obtain the following.

| $n$ | $\frac{1}{n} D\left(p^{(n)} \\| q^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.3473 |
| 50 | 0.3671 |
| 100 | 0.3698 |

By Theorem 2, the Kullback-Leibler divergence rate is equal to 0.3725 . Clearly, as $n$ gets large $\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)$ is closer to the Kullback-leibler divergence rate.

Example 2: Suppose that the Markov source is of order 2 under $p^{(n)}$ and $q^{(n)}$ respectively. Let $\left\{W_{1}, W_{2}, \ldots\right\}$ be the process obtained by 2 -step blocking the Markov source. Let $P$ and $Q$ be two possible transition matrices for $\left\{W_{1}, W_{2}, \ldots\right\}$ defined as follows:

$$
P=\left[\begin{array}{cccc}
1 / 3 & 2 / 3 & 0 & 0 \\
0 & 0 & 1 & 0 \\
2 / 5 & 3 / 5 & 0 & 0 \\
0 & 0 & 1 / 6 & 5 / 6
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{cccc}
3 / 4 & 1 / 4 & 0 & 0 \\
0 & 0 & 1 & 0 \\
7 / 8 & 1 / 8 & 0 & 0 \\
0 & 0 & 2 / 3 & 1 / 3
\end{array}\right]
$$

Let $p=(1 / 8,3 / 8,2 / 8,2 / 8)$ and $q=(1 / 7,2 / 7,3 / 7,1 / 7)$ denote two possible initial distributions of $W_{1}$ under $p^{(n)}$ and $q^{(n)}$ respectively. The set of indices $\{1,2,3\}$ forms an essential class, while the singleton set $\{4\}$ forms a self-communicating non-essential class. Hence, $P$ and $Q$ are not irreducible. We obtain the following.

| $n$ | $\frac{1}{n} D\left(p^{(n)} \\| q^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.2982 |
| 50 | 0.3253 |
| 100 | 0.3277 |

By Theorem 2, the Kullback-Leibler divergence rate is equal to .3301. Clearly, as $n$ gets large $\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)$ is closer to the Kullback-leibler divergence rate.

Example 3: Consider the Markov source under $p^{(n)}$ as in Example 1. We obtain the following.

| $n$ | $\frac{1}{n} H\left(p^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.5437 |
| 50 | 0.5088 |
| 100 | 0.5044 |

By Corollary 3, the Shannon entropy rate is equal to 0.5001 . Clearly, as $n$ gets large $\frac{1}{n} H\left(p^{(n)}\right)$ is closer to the Shannon entropy rate.

Example 4: Consider the following second order Markov source with probability transition matrix

$$
P\left[\begin{array}{cccc}
1 / 3 & 2 / 3 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 / 2 & 1 / 2 & 0 & 0 \\
0 & 0 & 1 / 4 & 3 / 4
\end{array}\right]
$$

and initial distribution $p=(1 / 5,2 / 5,0,2 / 5)$. The set of indices $\{1,2,3\}$ forms an essential class, while the singleton set $\{4\}$ forms a self-communicating non-essential class. Hence, $P$ is not irreducible. We obtain the following.

| $n$ | $\frac{1}{n} H\left(p^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.4641 |
| 50 | 0.4339 |
| 100 | 0.4298 |

By Corollary 3, the Shannon entropy rate is equal to 0.4256 . Clearly, as $n$ gets large $\frac{1}{n} H\left(p^{(n)}\right)$ is closer to the Shannon entropy rate.

## VI. Conclusion and Future work

In this work, we derived a formula for the Kullback-Leibler divergence rate between two time-invariant finite-alphabet arbitrary Markov sources (not necessarily, irreducible, stationary, etc.). We illustrated numerically and investigated its rate of convergence. Finally, we examined the computation and the existence of the Shannon entropy rate for Markov sources and investigated its rate of convergence. A possible future direction is the investigation of the results for Hidden Markov sources and for more general sources with memory such as stationary ergodic sources.
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