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Abstra
t | The Csisz�ar forward �-
uto� rate

(� < 0) for hypothesis testing is de�ned as the largest

rate R

0

� 0 su
h that for all rates 0 < E < R

0

, the

smallest probability of type 1 error of sample size-

n tests with probability of type 2 error � e

�nE

is

asymptoti
ally vanishing as e

�n�(E�R

0

)

. It was shown

by Csisz�ar that the forward �-
uto� rate for testing

between a null hypothesis X against an alternative

hypothesis

�

X based on independent and identi
ally

distributed samples, is given by R�enyi's �-divergen
e

D

�

(Xk

�

X), where � = 1=(1� �).

In this work, we show that the forward �-
uto� rate

for the general hypothesis testing problem is given by

the lim inf �-divergen
e rate. The result holds for

an arbitrary abstra
t alphabet (not ne
essarily 
ount-

able).

I. Introdu
tion

In [2℄, Csisz�ar establishes the 
on
ept of forward �-
uto�

rate for the hypothesis testing problem based on independent

and identi
ally (i.i.d.) observations. He then demonstrates

that the forward �-
uto� rate is given by D

1=(1��)

(Xk

�

X),

where D

�

(Xk

�

X) denotes the R�enyi [4℄ �-divergen
e, � > 0,

� 6= 1. This result provides a new operational signi�
an
e for

the �-divergen
e.

In this work, we extend Csisz�ar's result [2℄ by investigat-

ing the forward �-
uto� rate for the hypothesis testing be-

tween two arbitrary (not ne
essarily stationary, ergodi
, et
.)

sour
es with a general alphabet. We demonstrate that the lim-

inf �-divergen
e rate provides the expression for the forward

�-
uto� rate.

II. Preliminaries

Given two arbitrary sour
es X and

�

X taking values in the

same sour
e alphabet fX

n

g

1

n=1

[3℄, we may de�ne the general

hypothesis testing problem with X as the null hypothesis and

�

X as the alternative hypothesis. Let A

n

be any subset of

X

n

, n = 1; 2; : : : that we 
all the a

eptan
e region of the

hypothesis testing, and de�ne �

n

4

= PrfX

n

62 A

n

g and �

n

4

=

Prf

�

X

n

2 A

n

g where �

n

; �

n

are 
alled type 1 error probability

and type 2 error probability, respe
tively.

De�nition 1 Fix r > 0. A rate E is 
alled r-a
hievable if

there exists an a

eptan
e region A

n

su
h that

lim inf

n!1

�

1

n

log �

n

� r and lim inf

n!1

�

1

n

log �

n

� E:

1
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De�nition 2 The supremum of all r-a
hievable rates is de-

noted by B

e

(rjXk

�

X):

B

e

(rjXk

�

X)

4

= supfE � 0 : E is r-a
hievableg:

The dual of this fun
tion is de�ned as:

D

e

(EjXk

�

X)

4

= supfr > 0 : E is r-a
hievableg:

III. Forward �-Cutoff Rate

De�nition 3 Fix � < 0. R

0

� 0 is a forward �-a
hievable

rate for the general hypothesis testing problem if

D

e

(EjXk

�

X) � �(E �R

0

)

for every E > 0. The forward �-
uto� rate is de�ned as the

supremum of all forward �-a
hievable rates, and is denoted by

R

(f)

0

(�jXk

�

X). Our main result is the following.

Theorem 1 (Forward �-
uto� rate formula). Fix � < 0.

For the general hypothesis testing problem,

R

(f)

0

(�jXk

�

X) = lim inf

n!1

1

n

D
1

1��

(X

n

k

�

X

n

);

where

D

�

(X

n

k

�

X

n

)

4

=

1

�� 1

log

 

X

x

n

2X

n

[P

X

n

(x

n

)℄

�

[P

�

X

n

(x

n

)℄

1��

!

is the n-dimensional �-divergen
e.

The te
hniques used in our proof are a mixture of the te
h-

niques used in [1℄ for deriving the forward and reverse �-
uto�

rates for sour
e 
oding. However, some new te
hniques are

also needed to obtain the result.
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