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#### Abstract

In this work, we examine the existence and the computation of the Rényi divergence rate, $\lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right), 0<\alpha<1$ between two timeinvariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions described under the probability distributions $p^{(n)}$ and $q^{(n)}$, respectively. This yields a generalization of the result of Nemetz where he assumed that the initial probabilities under $p^{(n)}$ and $q^{(n)}$ are strictly positive. The main tools used to obtain the Rényi divergence rate result are the theory of non-negative matrices and PerronFrobenius theory. We also investigate the limits of the Rényi divergence rate as $\alpha \rightarrow 1$ and as $\alpha \rightarrow 0$.


Index Terms: Shannon theory, time-invariant Markov sources, Rényi's divergence rate, non-negative matrices, Perron-Frobenius theory.

## 1. Introduction

Without loss of generality, we will deal with firstorder Markov sources since any $k$-th order Markov source can be converted to a first-order Markov source by $k$-step blocking it. Throughout, $\left\{X_{1}, X_{2}, \ldots\right\}$ denotes a first-order time-invariant Markov source with finite alphabet $\mathcal{X}=\{1, \ldots, M\}$. Consider the following two different probability laws for this source. Under the first law,
$\operatorname{Pr}\left\{X_{1}=i\right\}=: p_{i} \quad$ and $\quad \operatorname{Pr}\left\{X_{k+1}=j \mid X_{k}=i\right\}=: p_{i j}$
where $i, j \in \mathcal{X}$, so that
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$$
\begin{aligned}
p^{(n)}\left(i^{n}\right) & =: \operatorname{Pr}\left\{X_{1}=i_{1}, \ldots, X_{n}=i_{n}\right\} \\
& =p_{i_{1}} p_{i_{1} i_{2}} \cdots p_{i_{n-1} i_{n}}, \quad i_{1}, \ldots, i_{n} \in \mathcal{X}
\end{aligned}
$$

while under the second law the initial probabilities are $q_{i}$, the transition probabilities are $q_{i j}$, and the $n$-tuple probabilities are $q^{(n)}$. Let $p=\left(p_{1}, \ldots, p_{M}\right)$ and $q=$ $\left(q_{1}, \ldots, q_{M}\right)$ denote the initial distributions under $p^{(n)}$ and $q^{(n)}$ respectively.

The Rényi divergence [8] of order $\alpha$ between two distributions $\hat{p}$ and $\hat{q}$ defined on $\mathcal{X}$ is given by

$$
D_{\alpha}(\hat{p} \| \hat{q})=\frac{1}{\alpha-1} \log \left(\sum_{i \in \mathcal{X}} \hat{p}_{i}^{\alpha} \hat{q}_{i}^{1-\alpha}\right),
$$

where $0<\alpha<1$. The base of the logarithm is arbitrary. As $\alpha \rightarrow 1$, the Rényi divergence approaches the Kullback-Leibler divergence (relative entropy) given by

$$
D(\hat{p} \| \hat{q})=\sum_{i \in \mathcal{X}} \hat{p}_{i} \log \frac{\hat{p}_{i}}{\hat{q}_{i}}
$$

The Rényi divergence was originally introduced for the analysis of memoryless sources. One natural direction for further studies is the investigation of the Rényi divergence rate

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)
$$

between two probability distributions $p^{(n)}$ and $q^{(n)}$ defined on $\mathcal{X}^{n}$, where

$$
D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=\frac{1}{\alpha-1} \log \left(\sum_{x^{n} \in \mathcal{X}^{n}}\left[p^{(n)}\left(x^{n}\right)\right]^{\alpha}\left[q^{(n)}\left(x^{n}\right)\right]^{1-\alpha}\right)
$$

for sources with memory, in particular, Markov sources. Nemetz addressed this problem in [5], where he evaluated the Rényi divergence rate $\lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)$ between two Markov sources characterized by $p^{(n)}$ and $q^{(n)}$, respectively, under the restriction that the initial probabilities $p$ and $q$ are
strictly positive (i.e., all $p_{i}$ 's and $q_{i}$ 's are strictly positive).

In this work, we generalize the Nemetz result by establishing a computable expression for the Rényi divergence rate between Markov sources with arbitrary initial distributions. We also investigate the questions of whether the Rényi divergence rate reduces to the Kullback-Leibler divergence rate as $\alpha \rightarrow 1$ and the interchangeability of limits between $n$ and $\alpha$ as $n \rightarrow \infty$ and as $\alpha \rightarrow 0$. To the best of our knowledge, these issues have not been addressed before. We provide sufficient (but not necessary) conditions on the underlying Markov source distributions $p^{(n)}$ and $q^{(n)}$ for which the interchangeability of limits as $n \rightarrow \infty$ and $\alpha \rightarrow 1$ is valid. We also provide a counterexample where the interchangeability of limits as $n \rightarrow \infty$ and $\alpha \rightarrow 1$ does not hold. We also show that the interchangeability of limits as $n \rightarrow \infty$ and $\alpha \rightarrow 0$ always hold.

The Rényi divergence rate has played a significant role in certain hypothesis testing questions [3, 5]. Before stating our main results, we recall some facts about non-negative matrices which may be found in [9, Chapter 1].

## 2. Non-negative matrices

Matrices and vectors are positive if all their components are positive and non-negative if all their components are non-negative. Let $A$ denotes an $M \times M$ non-negative matrix $(A \geq 0)$ with elements $a_{i j}$. The $i j$-th element of $A^{m}$ is denoted by $a_{i j}^{(m)}$.

We write $i \rightarrow j$ if $a_{i j}^{(m)}>0$ for some positive integer $m$, and we write $i \nrightarrow j$ if $a_{i j}^{(m)}=0$ for every positive integer $m$. We say that $i$ and $j$ communicate and write $i \leftrightarrow j$ if $i \rightarrow j$ and $j \rightarrow i$. If $i \rightarrow j$ but $j \nrightarrow i$ for some index $j$, then the index $i$ is called inessential (transient). An index which leads to no index at all (this arises when $A$ has a row of zeros) is also called inessential. Otherwise, the index $i$ is called essential (recurrent). Thus if $i$ is essential, $i \rightarrow j$ implies $i \leftrightarrow j$, and there is at least one $j$ such that $i \rightarrow j$.

With these definitions, it is possible to partition the set of indices $\{1,2, \ldots, M\}$ into disjoint sets, called classes. All essential indices (if any) can be subdivided into essential classes in such a way that all the indices belonging to one class communicate, but cannot lead to an index outside the class. Moreover, all inessential indices (if any) may be divided into two types of inessential classes: self-communicating classes and non self-communicating classes. Each self-communicating inessential class contains inessential indices which communicate with each other. A non self-communicating inessential class is a singleton set whose element is an
index which does not communicate with any index (including itself).

A matrix is irreducible if its indices form a single essential class; i.e., if every index communicates with every other index.

Proposition 1 By renumbering the indices (i.e., by performing row and column permutations), it is possible to put a non-negative matrix $A$ in the canonical form

$$
\left[\begin{array}{cccccccc}
A_{1} & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 \\
\ldots & \cdots & \cdots & A_{h} & 0 & \cdots & \cdots & \cdots \\
0 & A_{h+1} & \cdots & 0 & \cdots & 0 \\
A_{h+11} & \cdots & A_{h+1 h} & \ldots & \cdots & \cdots & \cdots & 0 \\
\ldots & \cdots & \ldots & A_{g h} & A_{g h+1} & \cdots & A_{g} & \cdots \\
A_{g 1} & \cdots & A_{g+1 h} & A_{g+1 h+1} & \cdots & A_{g+1 g} & 0 & 0 \\
A_{g+11} & \cdots & \ldots & \cdots & \cdots & \cdots & \cdots \\
\ldots & \cdots & \ldots & A_{l h} & A_{l h+1} & \cdots & A_{l g} & A_{l g+1} \\
A_{l 1} & \cdots & 0
\end{array}\right]
$$

where $A_{i}, i=1, \ldots, g$, are irreducible square matrices, and in each row $i=h+1, \ldots, g$ at least one of the matrices $A_{i 1}, A_{i 2}, \ldots, A_{i i-1}$ is not zero. The matrix $A_{i}$ corresponds to the essential class $C_{i}, i=1, \ldots, h$, while the matrix $A_{i}$ correspond to the inessential class $C_{i}$, $i=h+1, \ldots, g$. The other diagonal block sub-matrices which correspond to non self-communicating classes $C_{i}$, $i=g+1, \ldots, l$, are $1 \times 1$ zero matrices. In every row $i=g+1, \ldots, l$ any of the matrices $A_{i 1}, \ldots, A_{i i-1}$ may be zero.

A class $C_{j}$ is reachable from another class $C_{i}$ if $A_{i j} \neq 0$, or if for some $i_{1}, \ldots, i_{c}, A_{i i_{1}} \neq 0, A_{i_{1} i_{2}} \neq 0, \ldots, A_{i_{c}, j} \neq$ 0 , where $c$ is at most $l-1$ (since there are $l$ classes). Thus, $c$ can be viewed as the number of steps needed to reach class $C_{j}$ starting from class $C_{i}$. Note that from the canonical form of $A$, the class $C_{j}$ is reachable from class $C_{i}$ if $A_{i j}^{(c)} \neq 0$ for some $c=1, \ldots, l-1$, where $A_{i j}^{(c)}$ is the $i j$-th submatrix of $A^{c}$.

Proposition 2 If a non-negative matrix $A$ is irreducible, then $A$ has a real positive eigenvalue $\lambda$ that is greater than or equal to the magnitude of each other eigenvalue. There is a positive left (right) eigenvector, a (b), corresponding to $\lambda$, where $\mathbf{a}$ is a row vector and $\mathbf{b}$ is a column vector.

## 3. Main results

Define a new matrix $R=\left(r_{i j}\right)$ by

$$
r_{i j}=p_{i j}^{\alpha} q_{i j}^{1-\alpha}, \quad i, j=1, \ldots, M
$$

Also, define two new $1 \times M$ vectors $\mathbf{s}=\left(s_{1}, \ldots, s_{M}\right)$ and $\mathbf{1}$ by

$$
s_{i}=p_{i}^{\alpha} q_{i}^{1-\alpha}, \quad \mathbf{1}=(1, \ldots, 1) .
$$

Then clearly $D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)$ can be written as

$$
\begin{equation*}
D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=\frac{1}{\alpha-1} \log \mathbf{s} R^{n-1} \mathbf{1}^{t} \tag{1}
\end{equation*}
$$

where $\mathbf{1}^{t}$ denotes the transpose of the vector $\mathbf{1}$. Without loss of generality, we will herein assume that there exists at least one $i \in\{1, \ldots, M\}$ for which $s_{i}>0$, because otherwise, $D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)$ is infinite. We have the following lemma.

Lemma 1 If the matrix $R$ is irreducible, then the Rényi divergence rate between $p^{(n)}$ and $q^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=\frac{1}{\alpha-1} \log \lambda
$$

where $\lambda$ is the largest positive real eigenvalue of $R$.
Proof: By Proposition 2, let $\lambda$ be the largest positive real eigenvalue of $R$ with associated positive right eigenvector $\mathbf{b}>0$. Then

$$
\begin{equation*}
R^{n-1} \mathbf{b}=\lambda^{n-1} \mathbf{b} \tag{2}
\end{equation*}
$$

Let $R^{n-1}=\left(r_{i j}^{(n-1)}\right)$ and $\mathbf{b}^{t}=\left(b_{1}, b_{2}, \ldots, b_{M}\right)$. Also, let $b_{L}=\min _{1 \leq i \leq M}\left(b_{i}\right)$ and $b_{U}=\max _{1 \leq i \leq M}\left(b_{i}\right)$. Thus $0<b_{L} \leq b_{i} \leq b_{U} \forall i$. Let $R^{n-1} \mathbf{1}^{t}=\mathbf{y}^{t}$ where $\mathbf{y}=$ $\left(y_{1}, \ldots, y_{M}\right)$. Then, by (2)

$$
\lambda^{n-1} b_{i}=\sum_{j=1}^{M} r_{i j}^{(n-1)} b_{j} \leq \sum_{j=1}^{M} r_{i j}^{(n-1)} b_{U}=b_{U} y_{i}
$$

Similarly, it can be shown that $\lambda^{n-1} b_{i} \geq b_{L} y_{i}, \forall i=$ $1, \ldots, M$. Therefore

$$
\begin{equation*}
\frac{b_{i}}{b_{U}} \leq \frac{y_{i}}{\lambda^{n-1}} \leq \frac{b_{i}}{b_{L}}, \quad \forall i=1, \ldots, M \tag{3}
\end{equation*}
$$

Since $\mathbf{s} R^{n-1} \mathbf{1}^{t}=\sum_{i=1}^{M} s_{i} y_{i}$, it follows directly from (3) that

$$
\frac{\sum_{i} s_{i} b_{i}}{b_{U}} \leq \frac{\mathbf{s} R^{n-1} \mathbf{1}^{t}}{\lambda^{n-1}} \leq \frac{\sum_{i} s_{i} b_{i}}{b_{L}}
$$

or

$$
\begin{aligned}
\frac{1}{n} \log \left(\frac{\sum_{i} s_{i} b_{i}}{b_{U}}\right) & \leq \frac{1}{n} \log \left(\frac{\mathbf{s} R^{n-1} \mathbf{1}^{t}}{\lambda^{n-1}}\right) \\
& \leq \frac{1}{n} \log \left(\frac{\sum_{i} s_{i} b_{i}}{b_{L}}\right)
\end{aligned}
$$

Note that $s_{i}, b_{i}, b_{U}, b_{L}$ do not depend on $n$. Therefore,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\frac{\mathbf{s} R^{n-1} \mathbf{1}^{t}}{\lambda^{n-1}}\right)=0
$$

since it is sandwiched between two expressions that approaches 0 as $n \rightarrow \infty$. Hence

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbf{s} R^{n-1} \mathbf{1}^{t}\right)= & \lim _{n \rightarrow \infty} \frac{1}{n} \log \lambda^{n-1} \\
& +\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\frac{\mathbf{s} R^{n-1} \mathbf{1}^{t}}{\lambda^{n-1}}\right) \\
= & \log \lambda
\end{aligned}
$$

and thus

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right) & =\lim _{n \rightarrow \infty} \frac{\log \left(\mathbf{s} R^{n-1} \mathbf{1}^{t}\right)}{n(\alpha-1)} \\
& =\frac{1}{\alpha-1} \log \lambda
\end{aligned}
$$

Using Lemma 1 and Proposition 1, we obtain the following general result.

Theorem 1 Let $R_{i}, i=1, \ldots, g$, be the irreducible matrices along the diagonal of the canonical form of the matrix $R$ as shown in Proposition 1. Write the vector s as

$$
\mathbf{s}=\left(\tilde{s}_{1}, \ldots, \tilde{s}_{h}, \tilde{s}_{h+1}, \ldots, \tilde{s}_{g}, s_{g+1}, \ldots, s_{l}\right)
$$

where the vector $\tilde{s}_{i}$ corresponds to $R_{i}, i=1, \ldots, g$. The scalars $s_{g+1}, \ldots, s_{l}$ correspond to non selfcommunicating classes.

- Let $\lambda_{k}$ be the largest positive real eigenvalue of $R_{k}$ for which the corresponding vector $\tilde{s}_{k}$ is different from the zero vector, $k=1, \ldots, g$. Let $\lambda^{\star}$ be the maximum over these $\lambda_{k}$ 's. If $\tilde{s}_{k}=0$, $\forall k=1, \ldots, g$, then let $\lambda^{\star}=0$.
- For each inessential class $C_{i}$ with corresponding vector $\tilde{s}_{i} \neq 0, i=h+1, \ldots, g$ or corresponding scalar $s_{i} \neq 0, i=g+1, \ldots, l$, let $\lambda_{j}$ be the largest positive real eigenvalue of $R_{j}$ if class $C_{j}$ is reachable from class $C_{i}$. Let $\lambda^{\dagger}$ be the maximum over these $\lambda_{j}$ 's. If $\tilde{s}_{i}=0$ and $s_{i}=0$ for every inessential class $C_{i}$, then let $\lambda^{\dagger}=0$.

Let $\lambda=\max \left\{\lambda^{\star}, \lambda^{\dagger}\right\}$. Then the Rényi divergence rate is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=\frac{1}{\alpha-1} \log \lambda
$$

Proof: Cf. [6].
Remark: In [5], Nemetz showed that the Rényi divergence rate between two time-invariant Markov sources with strictly positive initial distributions is given by
$\frac{1}{\alpha-1} \log \lambda$ where $\lambda$ is the largest positive real eigenvalue of $R$. Nemetz also pointed out that this assumption could be replaced by other conditions, although he did not provide them. Note that by Theorem 1, the Rényi divergence rate between two-time invariant Markov sources with arbitrary initial distributions is not necessarily equal to $\frac{1}{\alpha-1} \log \lambda$, where $\lambda$ is the largest positive real eigenvalue of $R$. However, if the initial distributions are strictly positive, which implies directly that $\mathbf{s}>0$, then Theorem 1 reduces to the Nemetz result. This follows directly from the fact that, in this case, $\lambda^{\star}=\max \left\{\lambda_{k}\right\}, k=1, \ldots, g$, and the fact that the determinant of a block lower triangular matrix is equal to the product of the determinants of the sub-matrices along the diagonal.

We also have the following results about the interchangeability of limits as $\alpha \rightarrow 1$ and as $\alpha \rightarrow 0$.

Theorem 2 [6] Let $P$ and $Q$ be the probability transition matrices on $\mathcal{X}$ associated with $p^{(n)}$ and $q^{(n)}$ respectively. If the matrix $P$ is irreducible, the matrix $Q$ is positive, and the initial distribution $q$ under $q^{(n)}$ is positive, then
$\lim _{\alpha \rightarrow 1} \lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=\lim _{n \rightarrow \infty} \lim _{\alpha \rightarrow 1} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)$, and therefore, the Rényi divergence rate reduces to the Kullback-Leibler divergence rate as $\alpha \rightarrow 1$.

In the following example, we show that the interchangeability of limits does not necessarily hold if the conditions of the theorem are not satisfied.

Example: Let $P$ and $Q$ be the following:
$P=\left(\begin{array}{ccc}1 / 4 & 3 / 4 & 0 \\ 3 / 4 & 1 / 4 & 0 \\ 0 & 0 & 1\end{array}\right), \quad Q=\left(\begin{array}{ccc}3 / 4 & 1 / 4 & 0 \\ 1 / 4 & 3 / 4 & 0 \\ 0 & 0 & 1\end{array}\right)$.
Suppose that $p^{(n)}$ is stationary with stationary distribution ( $b / 2, b / 2,1-b$ ), where $0<b<1$ is arbitrary. Also, suppose that the initial distribution under $q^{(n)}$ is positive. A simple computation [2, p. 40] yields that the Kullback-Leibler divergence rate is given by $(b \log 3) / 2$.

The eigenvalues of $R$ are: $\lambda_{1}=\left(3^{\alpha}+3^{1-\alpha}\right) / 4, \lambda_{2}=$ $\left(3^{1-\alpha}-3^{\alpha}\right) / 4$, and $\lambda_{3}=1$. Note that $\mathbf{s}>0$ and that, since $0<\alpha<1, \max _{1 \leq i \leq 3}\left\{\lambda_{i}\right\}=1$. By Theorem 1, the Rényi divergence rate is 0 .

Therefore, the interchangeability of limits is not valid, i.e.,
$\lim _{\alpha \rightarrow 1} \lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right) \neq \lim _{n \rightarrow \infty} \lim _{\alpha \rightarrow 1} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)$.

The reason behind this inequality is that $\max _{1 \leq i \leq 3}\left\{\lambda_{i}\right\}$ is not differentiable at $\alpha=1[4, \mathrm{p}$. 371] because, at $\alpha=1, \lambda=1$ is a double eigenvalue.

Theorem 3 [6] The interchangeability of limits as $n \rightarrow \infty$ and as $\alpha \rightarrow 0$ is always valid; i.e.,

$$
\lim _{\alpha \rightarrow 0} \lim _{n \rightarrow \infty} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=\lim _{n \rightarrow \infty} \lim _{\alpha \rightarrow 0} \frac{1}{n} D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)
$$

## 4. Concluding remarks

In this work, we derived a formula for the Rényi divergence rate between two time-invariant finite alphabet Markov sources of arbitrary order and arbitrary initial distributions. We also investigated the limits of the Rényi divergence rate as $\alpha \rightarrow 1$ and as $\alpha \rightarrow 0$. Numerical examples were presented. Finally, we would like to point out that if $q^{(n)}$ is stationary memoryless with uniform marginal distribution then for any $\alpha>0$, $\alpha \neq 1$,

$$
D_{\alpha}\left(p^{(n)} \| q^{(n)}\right)=n \log M-H_{\alpha}\left(p^{(n)}\right) .
$$

Hence, the existence and the computation of the Rényi entropy rate follows directly from Theorem 1. An important application of this result is the extension of the variable-length source coding theorem in [1] and [7] to time-invariant Markov sources.
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