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#### Abstract

In this work, we provide a computable expression for the Kullback-Leibler divergence rate, $\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)$, between two time-invariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions described by the probability distributions $p^{(n)}$ and $q^{(n)}$, respectively. We illustrate it numerically and examine its rate of convergence. The main tools used to obtain the Kullback-Leibler divergence rate and its rate of convergence are the theory of non-negative matrices and Perron-Frobenius theory. Similarly, we provide a formula for the Shannon entropy rate $\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right)$ of Markov sources and examine its rate of convergence.
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## 1 Introduction

Let $\left\{X_{1}, X_{2}, \ldots\right\}$ be a first-order time-invariant Markov source with finite-alphabet $\mathcal{X}=\{1, \ldots, M\}$. Consider the following two different probability laws for this source. Under the first law,

$$
\operatorname{Pr}\left\{X_{1}=i\right\}=: p_{i} \quad \text { and } \quad \operatorname{Pr}\left\{X_{k+1}=j \mid X_{k}=i\right\}=: p_{i j}, \quad i, j \in \mathcal{X}
$$

so that

$$
p^{(n)}\left(i^{n}\right):=\operatorname{Pr}\left\{X_{1}=i_{1}, \ldots, X_{n}=i_{n}\right\}=p_{i_{1}} p_{i_{1} i_{2}} \cdots p_{i_{n-1} i_{n}}, \quad i_{1}, \ldots, i_{n} \in \mathcal{X}
$$

while under the second law the initial probabilities are $q_{i}$, the transition probabilities are $q_{i j}$, and the $n$-tuple probabilities are $q^{(n)}$. Let $p=\left(p_{1}, \ldots, p_{M}\right)$ and $q=\left(q_{1}, \ldots, q_{M}\right)$ denote the initial distributions under $p^{(n)}$ and $q^{(n)}$ respectively.

The Kullback-Leibler divergence [13] between two distributions $\hat{p}$ and $\hat{q}$ defined on $\mathcal{X}$ is given by

$$
D(\hat{p} \| \hat{q})=\sum_{i \in \mathcal{X}} \hat{p}_{i} \log \frac{\hat{p}_{i}}{\hat{q}_{i}},
$$

where the base of the logarithm is arbitrary. The application of the Kullback-Leibler divergence can be found in many areas such as approximation of probability distributions [3], [12], signal processing [10], [11], [5], pattern recognition [1], [2], etc.

One natural direction for further studies is the investigation of the KullbackLeibler divergence rate

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)
$$

between two probability distributions $p^{(n)}$ and $q^{(n)}$ defined on $\mathcal{X}^{n}$, where

$$
D\left(p^{(n)} \| q^{(n)}\right)=\sum_{i^{n} \in \mathcal{X}^{n}} p^{(n)}\left(i^{n}\right) \log \frac{p^{(n)}\left(i^{n}\right)}{q^{(n)}\left(i^{n}\right)},
$$

for sources with memory. In previous work, Gray [8] proved that the Kullback-Leibler divergence rate exists between a stationary source $p^{(n)}$ and a time-invariant Markov source $q^{(n)}$. This result can also be found in [17, p. 27]. In [14], the authors noted that the Kullback-Leibler divergence rate between ergodic Markov sources exists. In [16],

Shields presented two examples for non-Markovian sources for which the KullbackLeibler divergence rate does not exist. Finally, in [5], Do provides an upper bound for the Kullback-Leibler divergence rate between stationary hidden Markov sources. To the best of our knowledge, these are the only results available in the literature about the existence and/or computation of the Kullback-Leibler divergence rate between sources with memory.

In this work, we provide an explicit computable expression for the Kullback-Leibler divergence rate between two arbitrary time-invariant (not necessarily stationary, irreducible) finite-alphabet Markov sources. This expression, which is proved in a straightforward manner using results from the theory of non-negative matrices and Perron-Frobenius theory, has a readily usable form, making it appealing for various analytical studies and applications involving the divergence rate for systems with memory.

The rest of this work is organized as follows. Preliminaries about the theory of nonnegative matrices are first presented in Section 2. In Section 3, an explicit formula for the divergence rate between arbitrary time-invariant finite-alphabet Markov sources is derived and its rate of convergence is investigated. A similar study for the expression and convergence rate of the Shannon entropy rate of time-invariant (non-stationary in general) Markov sources is briefly addressed in Section 4. Numerical examples are presented in Section 5 and conclusions are stated in Section 6.

## 2 Preliminaries

Matrices and vectors are positive if all their components are positive and non-negative if all their components are non-negative. Throughout, $A$ denotes an $M \times M$ nonnegative matrix with elements $a_{i j}$. The $i j$-th element of $A^{m}$ is denoted by $a_{i j}^{(m)}$.

We write $i \rightarrow j$ if $a_{i j}^{(m)}>0$ for some positive integer $m$, and we write $i \nrightarrow j$ if $a_{i j}^{(m)}=0$ for every positive integer $m$. We say that $i$ and $j$ communicate and write $i \leftrightarrow j$ if $i \rightarrow j$ and $j \rightarrow i$. If $i \rightarrow j$ but $j \nrightarrow i$ for some index $j$, then the index $i$ is called inessential (or transient); otherwise, it is called essential (or recurrent). Thus
if $i$ is essential, $i \rightarrow j$ implies $i \leftrightarrow j$, and there is at least one $j$ such that $i \rightarrow j$.
With these definitions, it is possible to partition the set of indices $\{1,2, \ldots, M\}$ into disjoint sets, called classes. All essential indices can be subdivided into essential classes in such a way that all the indices belonging to one class communicate, but cannot lead to an index outside the class. Moreover, all inessential indices (if any) may be divided into two types of inessential classes: self-communicating classes and non self-communicating classes. Each self-communicating inessential class contains inessential indices which communicate with each other. A non self-communicating inessential class is a singleton set whose element is an index which does not communicate with any index (including itself).

A matrix is irreducible if its indices form a single essential class; i.e., if every index communicates with every other index.

Proposition 1 [15, p. 15] By renumbering the indices (i.e., by performing row and column permutations), it is possible to put a non-negative matrix $A$ in the canonical form

$$
A=\left[\begin{array}{ccccccccc}
A_{1} & \ldots & 0 & 0 & \ldots & 0 & \ldots & \ldots & 0 \\
0 & \ldots & 0 & 0 & \ldots & 0 & \ldots & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & 0 \\
0 & \ldots & A_{h} & 0 & \ldots & 0 & \ldots & \ldots & 0 \\
A_{h+11} & \ldots & A_{h+1 h} & A_{h+1} & \ldots & 0 & \ldots & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & 0 \\
A_{g 1} & \ldots & A_{g h} & A_{g h+1} & \ldots & A_{g} & \ldots & \ldots & 0 \\
A_{g+11} & \ldots & A_{g+1 h} & A_{g+1 h+1} & \ldots & A_{g+1 g} & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & 0 \\
A_{l 1} & \ldots & A_{l h} & A_{l h+1} & \ldots & A_{l g} & A_{l g+1} & \ldots & 0
\end{array}\right]
$$

where $A_{i}, i=1, \ldots, g$, are irreducible square matrices, and in each row $i=h+1, \ldots, g$ at least one of the matrices $A_{i 1}, A_{i 2}, \ldots, A_{i i-1}$ is not zero. The matrix $A_{i}$ for $i=$ $1, \ldots, h$ corresponds to the essential class $C_{i}$; while the matrix $A_{i}$ for $i=h+1, \ldots, g$
corresponds to the self-communicating inessential class $C_{i}$. The other diagonal block sub-matrices which correspond to non self-communicating classes $C_{i}, i=g+1, \ldots, l$, are $1 \times 1$ zero matrices. In every row $i=g+1, \ldots, l$ any of the matrices $A_{i 1}, \ldots, A_{i i-1}$ may be zero.

Proposition 2 (Frobenius) [7, p. 115] If $A$ is irreducible, then $A$ has a real positive eigenvalue $\lambda$ that is greater than or equal to the magnitude of each other eigenvalue. There is a positive left (right) eigenvector, $a(b)$, corresponding to $\lambda$, where $a$ is a row vector and $b$ is a column vector.

Proposition 3 [9, p. 492] Suppose $A$ is irreducible and let $R_{i}, i=1, \ldots, M$ denote the sum of the $i$-th row. Also, let $R_{\max }=\max \left\{R_{1}, \ldots, R_{M}\right\}$ and $R_{\min }=$ $\min \left\{R_{1}, \ldots, R_{M}\right\}$. Then the largest positive real eigenvalue $\lambda$ satisfies

$$
R_{\min } \leq \lambda \leq R_{\max }
$$

The following lemma follows by appropriately modifying the proof of the above proposition.

Lemma 1 If $A$ is irreducible and the row sums are not all identical, then the largest positive real eigenvalue $\lambda$ satisfies,

$$
R_{\min }<\lambda<R_{\max } .
$$

Proof: Let $\lambda$ be the largest positive real eigenvalue of $A$ with associated strictly positive left eigenvector $a$, which exists by Proposition 2. Without loss of generality $a$ can be normalized, i.e., the sum of its components is equal to 1 . Let $\mathbf{1}^{t}$ be the row vector

$$
\mathbf{1}^{t}=(1, \ldots, 1)
$$

Note that $a \mathbf{1}=1$, where $t$ denotes the transpose operation. We have $a A=\lambda a$. Hence $a A \mathbf{1}=\lambda a \mathbf{1}=\lambda$. On the other hand

$$
\begin{aligned}
a A \mathbf{1} & =a\left(R_{1}, \ldots, R_{M}\right)^{t} \\
& <a\left(R_{\max }, \ldots, R_{\max }\right)^{t} \\
& =\sum_{i=1}^{M} a_{i} R_{\max } \\
& =R_{\max }
\end{aligned}
$$

Therefore $\lambda<R_{\max }$. Similarly, we can show that $\lambda>R_{\min }$. Finally we conclude that

$$
R_{\min }<\lambda<R_{\max }
$$

Proposition 4 Suppose $A$ is irreducible. Let $\lambda$ be the largest positive real eigenvalue with associated right positive eigenvector $b$. Then $A^{m} \leq \lambda^{m} C$ (i.e., $a_{i j}^{(m)} \leq \lambda^{m} c_{i j}$ ), for all $m=1,2, \ldots$, where $C=\left(\frac{\max _{1<k<M} b_{k}}{\min _{1 \leq k \leq M} b_{k}}\right)$ is a matrix with identical entries that are independent of $m$.

Proof: If $A b=\lambda b$, then $A^{m} b=\lambda^{m} b$. We have that

$$
\begin{aligned}
\lambda^{m}\left(\max _{1 \leq k \leq M} b_{k}\right) & \geq \lambda^{m} b_{i} \\
& =\sum_{j=1}^{M} a_{i j}^{(m)} b_{j} \\
& \geq\left(\min _{1 \leq k \leq M} b_{k}\right) \sum_{j=1}^{M} a_{i j}^{(m)} \\
& \geq\left(\min _{1 \leq k \leq M} b_{k}\right) a_{i j}^{(m)},
\end{aligned}
$$

for all $i=1, \ldots, M$ and $j=1, \ldots, M$. Since $b>0$, we obtain the desired result.

Proposition 5 [9, p. 524] Let $P$ be the probability transition matrix for an irreducible Markov source. Also, let $a(b)$ be the left (right) eigenvector associated with
the largest positive real eigenvalue $\lambda=1$ such that $a b=1$. Also, let $L=b a$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P^{i}=L
$$

Moreover, there exists a finite positive constant $C=C(P)$ such that

$$
\left\|\frac{1}{n} \sum_{i=1}^{n} P^{i}-L\right\|_{\infty} \leq \frac{C}{n},
$$

for all $n=1,2, \ldots$ and $\|\cdot\|_{\infty}$ is the $l_{\infty}$ norm, where the $l_{\infty}$ norm of an $M \times M$ matrix $A$ is defined by $\|A\|_{\infty} \triangleq \max _{1 \leq i, j \leq M}\left|a_{i j}\right|$.

Remark: The left eigenvector $a$ is the unique stationary distribution $\pi$ of $P$ associated with the largest positive real eigenvalue $\lambda=1$ and $b^{t}=(1, \ldots, 1)$.

With the aid of the above proposition and Proposition 1, it can be shown that for an arbitrary stochastic matrix $P$ (i.e., with non-negative entries and every row-sum equal to one), the Cesáro limit, $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P^{i}$, exists and is computable.

Proposition 6 [4, p. 129] Let $P$ be the probability transition matrix for an arbitrary Markov source with associated canonical form as in Proposition 1:

$$
P=\left[\begin{array}{ll}
\Gamma & 0 \\
B & C
\end{array}\right]
$$

where

$$
\Gamma=\left[\begin{array}{ccc}
P_{1} & \ldots & 0 \\
0 & \ldots & 0 \\
\ldots & \ldots & \ldots \\
0 & \ldots & P_{h}
\end{array}\right], \quad B=\left[\begin{array}{ccc}
P_{h+11} & \ldots & P_{h+1 h} \\
\ldots & \ldots & \ldots \\
P_{g 1} & \ldots & P_{g h} \\
P_{g+11} & \ldots & P_{g+1 h} \\
\ldots & \ldots & \ldots \\
P_{l 1} & \ldots & P_{l h}
\end{array}\right],
$$

and

$$
C=\left[\begin{array}{cccccc}
P_{h+1} & \ldots & 0 & \ldots & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
P_{g h+1} & \ldots & P_{g} & \ldots & \ldots & 0 \\
P_{g+1 h+1} & \ldots & P_{g+1 g} & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
P_{l h+1} & \ldots & P_{l g} & P_{l g+1} & \ldots & 0
\end{array}\right]
$$

Let $a_{i}\left(b_{i}\right)$ be the left (right) eigenvector of $P_{i}$ associated with $\lambda=1$ such that $a_{i} b_{i}=1$, for $i=1, \ldots, h$, and define

$$
D=\left[\begin{array}{ccc}
b_{1} a_{1} & \ldots & 0 \\
0 & \ldots & 0 \\
\ldots & \ldots & \ldots \\
0 & \ldots & b_{h} a_{h}
\end{array}\right]
$$

We have the following:

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P^{i}=\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right]
$$

where $I$ is the identity matrix.

## 3 Kullback-Leibler Divergence Rate

### 3.1 First-Order Markov Sources

We first assume that the time-invariant Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ is of order one. Later, we generalize the results for sources of arbitrary order $k$. Let $p$ and $q$ be two initial distributions and $P$ and $Q$ be two probability transition matrices for the source, yielding $n$-tuple distributions $p^{(n)}$ and $q^{(n)}$ respectively. We assume that $p$ is absolutely continuous with respect to $q(p \ll q)$ and that $P$ is absolutely continuous with respect to $Q(P \ll Q)$; i.e., $q_{i}=0 \Rightarrow p_{i}=0$ and $q_{i j}=0 \Rightarrow p_{i j}=0$, for all $i, j \in \mathcal{X}$. These conditions ensure that $p^{(n)} \ll q^{(n)}$ for each $n$ and cover most cases of interest regarding the computation of the divergence rate.

We have the following results.

Theorem 1 Suppose that the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ is irreducible under $P$ and $Q$. Let

$$
S\left(X_{2} \mid X_{1}=i\right) \triangleq \sum_{j \in \mathcal{X}} p_{i j} \log \frac{p_{i j}}{q_{i j}}
$$

Then, the Kullback-Leibler divergence rate between $p^{(n)}$ and $q^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)=\sum_{i \in \mathcal{X}} \pi_{i} S\left(X_{2} \mid X_{1}=i\right)
$$

where $\pi=\left(\pi_{1}, \ldots, \pi_{M}\right)$ is the unique stationary distribution of $P$.

Proof: First note that $S\left(X_{2} \mid X_{1}=i\right)$ is well defined for all $i \in \mathcal{X}$ since $P \ll Q$. Furthermore, since both $p \ll q$ and $P \ll Q$ hold, we have that

$$
\begin{aligned}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right) & = \\
\frac{1}{n} \sum_{i \in \mathcal{X}}\left[p \left(X_{1}\right.\right. & \left.=i)+\cdots+p\left(X_{n-1}=i\right)\right] S\left(X_{2} \mid X_{1}=i\right)+ \\
\frac{1}{n} \sum_{i \in \mathcal{X}} p\left(X_{1}\right. & =i) \log \frac{p\left(X_{1}=i\right)}{q\left(X_{1}=i\right)}
\end{aligned}
$$

which can be also written as

$$
\begin{align*}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= & \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V  \tag{1}\\
& +\frac{1}{n} \sum_{i \in \mathcal{X}} p_{i} \log \frac{p_{i}}{q_{i}} \tag{2}
\end{align*}
$$

where

$$
V^{t}=\left(S\left(X_{2} \mid X_{1}=1\right), \ldots, S\left(X_{2} \mid X_{1}=M\right)\right)
$$

Note that (2) approaches 0 as $n \rightarrow \infty$. Hence, by Proposition 5, we obtain that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V=p L V
$$

where

$$
\begin{aligned}
L & =b a=(1, \ldots, 1)^{t}\left(\pi_{1}, \ldots, \pi_{M}\right) \\
& =\left[\begin{array}{cccc}
\pi_{1} & \pi_{2} & \ldots & \pi_{M} \\
\pi_{1} & \pi_{2} & \ldots & \pi_{M} \\
\vdots & \vdots & \vdots & \vdots \\
\pi_{1} & \pi_{2} & \ldots & \pi_{M}
\end{array}\right]
\end{aligned}
$$

Thus

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right) & =p\left[\begin{array}{cccc}
\pi_{1} & \pi_{2} & \ldots & \pi_{M} \\
\pi_{1} & \pi_{2} & \ldots & \pi_{M} \\
\vdots & \vdots & \vdots & \vdots \\
\pi_{1} & \pi_{2} & \ldots & \pi_{M}
\end{array}\right] V \\
& =\sum_{i \in \mathcal{X}} \pi_{i} S\left(X_{2} \mid X_{1}=i\right)
\end{aligned}
$$

Theorem 2 Suppose that the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ under $p^{(n)}$ and $q^{(n)}$ is arbitrary $^{1}$ (not necessarily irreducible, stationary, etc.). Let the canonical form of $P$ be as in Proposition 1. Also, let $B, D$ and $C$ be as defined in Proposition 6. Then, the Kullback-Leibler divergence rate between $p^{(n)}$ and $q^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)=p\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right] V
$$

where

$$
V^{t}=\left(S\left(X_{2} \mid X_{1}=1\right), \ldots, S\left(X_{2} \mid X_{1}=M\right)\right)
$$

and $I$ is the identity matrix with same dimensions as the matrix $C$.

[^1]Proof: As in the previous theorem, we have that

$$
\begin{align*}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= & \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V  \tag{3}\\
& +\frac{1}{n} \sum_{i \in \mathcal{X}} p_{i} \log \frac{p_{i}}{q_{i}} \tag{4}
\end{align*}
$$

Then, the desired result follows immediately from Proposition 6.

Theorem 3 The rate of convergence of the Kullback-Leibler divergence rate between arbitrary $p^{(n)}$ and $q^{(n)}$ is of the order $1 / n$.

Proof: Clearly, the rate of convergence of (4) to 0 is of the order $1 / n$. In Proposition 5, it is proved that the rate of convergence of the Cesáro sum of an irreducible stochastic matrix is of the order $1 / n$. On the other hand, if $P$ is not irreducible, let $P_{i}, i=1, \ldots, h$, be the sub-matrices corresponding to essential classes and let $P_{i}$, $i=h+1, \ldots, g$ be the sub-matrices corresponding to inessential classes as in Proposition 1. For $i=1, \ldots, h$, each $P_{i}$ is stochastic and irreducible; so its Cesáro-sum is of the order $1 / n$ by Proposition 5. Now, for $i=h+1, \ldots, g$, every $P_{i}$ is irreducible and hence, by Proposition 4, we have that

$$
\begin{equation*}
P_{i}^{n} \leq \lambda_{i}^{n} G_{i}, \quad i=h+1, \ldots, g \tag{5}
\end{equation*}
$$

where $\lambda_{i}$ is the largest positive real eigenvalue of $P_{i}$, and $G_{i}$ is a matrix with identical entries that are independent of $n$. Therefore

$$
\begin{aligned}
\frac{1}{n} \sum_{j=1}^{n} P_{i}^{j} & \leq \frac{1}{n} \sum_{j=1}^{n} \lambda_{i}^{j} G_{i} \\
& =\frac{1}{n} \frac{\lambda_{i}\left(1-\lambda_{i}^{n}\right)}{1-\lambda_{i}} G_{i}
\end{aligned}
$$

for $i=h+1, \ldots, g$. If $P_{i}$ has all row sums identical then $\lambda_{i}<1$ by Proposition 3, the fact that $P$ is stochastic and the fact that, in the canonical form of $P$, at least one of the matrices $P_{i 1}, P_{i 2}, \cdots, P_{i i-1}$ is non-zero when $i=h+1, \ldots, g$ (so that the row sums of $P_{i}$ are strictly less than one). Otherwise, $\lambda_{i}<1$ by Lemma 1. Hence,
the Cesáro sum of $P_{i}, i=h+1, \ldots, g$ is of the order $1 / n$. By considering the Cesáro sum of the canonical form of $P$, we get that the rate of convergence of (3) is of the order $1 / n$. Therefore the rate of convergence of the Kullback-Leibler divergence rate is of the order $1 / n$.

## $3.2 k$-th Order Markov Sources

We next suppose that the Markov source $\left\{X_{n}\right\}$ has an arbitrary order $k$, and let $\tilde{p}^{(n)}$ and $\tilde{q}^{(n)}$ be two possible $n$-tuple distributions for $\left\{X_{n}\right\}$. Define $\left\{W_{n}\right\}$ as the process obtained by $k$-step blocking the Markov source $\left\{X_{n}\right\}$; i.e.,

$$
W_{n}:=\left(X_{n}, X_{n+1}, \ldots, X_{n+k-1}\right)
$$

Then $\left\{W_{n}\right\}$ is a first order Markov source with $M^{k}$ states. Let $p=\left(p_{1}, \ldots, p_{M^{k}}\right)$ and $q=\left(q_{1}, \ldots, q_{M^{k}}\right)$ denote the initial distributions of $W_{1}$ and let $P=\left[p_{i j}\right]$ and $Q=\left[q_{i j}\right]$, (with $i, j=1, \ldots, M^{k}$ ) denote the probability transition matrices for $\left\{W_{n}\right\}$, resulting in $n$-tuple distributions $p^{(n)}$ and $q^{(n)}$ respectively.

We first note that since $\tilde{p}^{(n+k-1)}\left(x^{n+k-1}\right)=p^{(n)}\left(w^{n}\right)$ and $\tilde{q}^{(n+k-1)}\left(x^{n+k-1}\right)=$ $q^{(n)}\left(w^{n}\right)$ for all $n \geq 1$, then $D\left(\tilde{p}^{(n+k-1)} \| \tilde{q}^{(n+k-1)}\right)=D\left(p^{(n)} \| q^{(n)}\right)$. Therefore, the divergence rates for $\left\{X_{n}\right\}$ and $\left\{W_{n}\right\}$ are identical since $(n+k-1) / n \rightarrow 1$ as $n \rightarrow \infty$. Now clearly $D\left(p^{(n)} \| q^{(n)}\right)$ can be written as

$$
\begin{aligned}
\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)= & \frac{1}{n} p\left(I+P+\cdots+P^{n-2}\right) V \\
& +\frac{1}{n} \sum_{i \in \mathcal{X}^{k}} p\left(W_{1}=i\right) \log \frac{p\left(W_{1}=i\right)}{q\left(W_{1}=i\right)}
\end{aligned}
$$

where

$$
V^{t}=\left(S\left(W_{2} \mid W_{1}=1\right), \ldots, S\left(W_{2} \mid W_{1}=M^{k}\right)\right)
$$

It then directly follows that Theorems 2 and 3 also hold for a Markov source of arbitrary order $k$.

## 4 Shannon Entropy Rate

The existence and the computation of the Shannon entropy rate of an arbitrary timeinvariant finite-alphabet Markov source can be directly deduced from the existence and the computation of the Kullback-Leibler divergence rate. Indeed, if $q^{(n)}$ is stationary memoryless with uniform marginal distribution, then

$$
D\left(p^{(n)} \| q^{(n)}\right)=n \log M-H\left(p^{(n)}\right)
$$

Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)=\log M-\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right) \tag{6}
\end{equation*}
$$

We have the following corollaries.

Corollary 1 Suppose that the Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ under $P$ is irreducible. Let

$$
H\left(X_{2} \mid X_{1}=i\right) \triangleq-\sum_{j \in \mathcal{X}} p_{i j} \log p_{i j}
$$

Then, the Shannon entropy rate of $p^{(n)}$ is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right)=\sum_{i \in \mathcal{X}} \pi_{i} H\left(X_{2} \mid X_{1}=i\right)
$$

where $\pi=\left(\pi_{1}, \ldots, \pi_{M}\right)$ is the unique stationary distribution of $P$.

Proof: Obtained directly by plugging $q_{i j}=1 / M$ in Theorem 1 and using (6).

Corollary 2 Let the canonical form of $P$ be as in Proposition 1. Also, let $B, D$ and $C$ be as defined in Proposition 6. Then, the Shannon entropy rate is given by

$$
\lim _{n \rightarrow \infty} \frac{1}{n} H\left(p^{(n)}\right)=p\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right] V,
$$

where

$$
V^{t}=\left(H\left(X_{2} \mid X_{1}=1\right), \ldots, H\left(X_{2} \mid X_{1}=M\right)\right)
$$

and $I$ is the identity matrix with the same dimensions as the matrix $C$.

Proof: Note that $P^{i}, i=1,2, \ldots$ is a stochastic matrix ${ }^{2}$. Hence,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n}\left(I+P+\cdots+P^{n-2}\right) \mathbf{1}^{t} & =\lim _{n \rightarrow \infty} \frac{n-1}{n} \mathbf{1}^{t} \\
& =\mathbf{1}^{t}
\end{aligned}
$$

which yields that

$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left(I+P+\cdots+P^{n-2}\right)
$$

is a stochastic matrix. Therefore,

$$
\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right]
$$

is also a stochastic matrix. Hence,

$$
\begin{aligned}
p\left[\begin{array}{cc}
D & 0 \\
(I-C)^{-1} B D & 0
\end{array}\right]\left[\begin{array}{c}
\log M \\
\vdots \\
\log M
\end{array}\right] & =p\left[\begin{array}{c}
\log M \\
\vdots \\
\log M
\end{array}\right] \\
& =\log M
\end{aligned}
$$

Then, the corollary follows directly by plugging $q_{i j}=\frac{1}{M}$ in Theorem 2 and using (6).

Remark: It was mentioned in [6, p. 68] that the Shannon entropy rate for an arbitrary time-invariant finite-alphabet Markov source exists, but no computational details nor an explicit analytical expression for the entropy rate (as shown above) were provided.

Corollary 3 The rate of convergence of the Shannon entropy rate of $p^{(n)}$ is of the order $1 / n$.

[^2]
## 5 Numerical Examples

In this section, we use the natural logarithm for simplicity.
Example 1: Let $P$ and $Q$ be two possible probability transition matrices for a first order Markov source $\left\{X_{1}, X_{2}, \ldots\right\}$ (not stationary and not irreducible) defined as follows:

$$
P=\left[\begin{array}{ccccccc}
1 / 2 & 0 & 0 & 1 / 2 & 0 & 0 & 0 \\
0 & 0 & 4 / 7 & 2 / 7 & 1 / 7 & 0 & 0 \\
0 & 0 & 1 / 3 & 0 & 0 & 2 / 3 & 0 \\
1 / 4 & 0 & 0 & 3 / 4 & 0 & 0 & 0 \\
2 / 5 & 2 / 5 & 0 & 0 & 1 / 5 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 / 4 & 0 & 1 / 2 & 0 & 1 / 4 & 0 & 0
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{ccccccc}
1 / 3 & 0 & 0 & 2 / 3 & 0 & 0 & 0 \\
0 & 0 & 2 / 7 & 1 / 7 & 4 / 7 & 0 & 0 \\
0 & 0 & 1 / 5 & 0 & 0 & 4 / 5 & 0 \\
1 / 6 & 0 & 0 & 5 / 6 & 0 & 0 & 0 \\
1 / 5 & 2 / 5 & 0 & 0 & 2 / 5 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 / 4 & 0 & 1 / 4 & 0 & 1 / 2 & 0 & 0
\end{array}\right] .
$$

Let $p=(3 / 7,0,1 / 7,0,1 / 7,2 / 7,0)$ and $q=(2 / 8,0,3 / 8,0,1 / 8,2 / 8,0)$ be two possible initial distributions under $p^{(n)}$ and $q^{(n)}$, respectively. In canonical form, $P$ and $Q$ can
be rewritten as

$$
P=\left[\begin{array}{ccccccc}
1 / 3 & 2 / 3 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 / 2 & 1 / 2 & 0 & 0 & 0 \\
0 & 0 & 1 / 4 & 3 / 4 & 0 & 0 & 0 \\
0 & 0 & 2 / 5 & 0 & 1 / 5 & 2 / 5 & 0 \\
4 / 7 & 0 & 0 & 2 / 7 & 1 / 7 & 0 & 0 \\
1 / 2 & 0 & 1 / 4 & 0 & 1 / 4 & 0 & 0
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{ccccccc}
1 / 5 & 4 / 5 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 / 3 & 2 / 3 & 0 & 0 & 0 \\
0 & 0 & 1 / 6 & 5 / 6 & 0 & 0 & 0 \\
0 & 0 & 1 / 5 & 0 & 2 / 5 & 2 / 5 & 0 \\
2 / 7 & 0 & 0 & 1 / 7 & 4 / 7 & 0 & 0 \\
1 / 4 & 0 & 1 / 4 & 0 & 1 / 2 & 0 & 0
\end{array}\right]
$$

simply by permuting the first and third rows (columns) and the second and sixth rows (columns). Note that $P$ has 2 essential classes, 1 inessential self-communicating class and 1 inessential non self-communicating class. Accordingly, the initial distributions are rewritten as $p=(1 / 7,2 / 7,3 / 7,0,1 / 7,0,0)$ and $q=(3 / 8,2 / 8,2 / 8,0,1 / 8,0,0)$, after permuting the first and third indices and the second and sixth indices. We obtain the following.

| $n$ | $\frac{1}{n} D\left(p^{(n)} \\| q^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.05323 |
| 50 | 0.03626 |
| 100 | 0.03415 |

By Theorem 2, the Kullback-Leibler divergence rate is equal to 0.032 . Clearly, as $n$ gets larger, $\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)$ is closer to the Kullback-Leibler divergence rate. We also obtain the following.

| $n$ | $\frac{1}{n} H\left(p^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.54366 |
| 50 | 0.50877 |
| 100 | 0.50442 |

By Corollary 2, the Shannon entropy rate is equal to 0.50008 . Similarly, as $n$ gets larger, the value of $\frac{1}{n} H\left(p^{(n)}\right)$ moves closer to the Shannon entropy rate.

Example 2: Suppose that the Markov source is of order 2 under $p^{(n)}$ and $q^{(n)}$ respectively. Let $\left\{W_{1}, W_{2}, \ldots\right\}$ be the process obtained by 2-step blocking the Markov source. Let $P$ and $Q$ be two possible transition matrices for $\left\{W_{1}, W_{2}, \ldots\right\}$ defined as follows:

$$
P=\left[\begin{array}{cccc}
1 / 3 & 2 / 3 & 0 & 0 \\
0 & 0 & 1 & 0 \\
2 / 5 & 3 / 5 & 0 & 0 \\
0 & 0 & 1 / 6 & 5 / 6
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{cccc}
3 / 4 & 1 / 4 & 0 & 0 \\
0 & 0 & 1 & 0 \\
7 / 8 & 1 / 8 & 0 & 0 \\
0 & 0 & 2 / 3 & 1 / 3
\end{array}\right]
$$

Let $p=(1 / 8,3 / 8,2 / 8,2 / 8)$ and $q=(1 / 7,2 / 7,3 / 7,1 / 7)$ denote two possible initial distributions of $W_{1}$ under $p^{(n)}$ and $q^{(n)}$ respectively. The set of indices $\{1,2,3\}$ forms an essential class, while the singleton set $\{4\}$ forms a self-communicating non-essential class. Hence, $P$ and $Q$ are not irreducible. Note also that both $p^{(n)}$ and $q^{(n)}$ are not stationary. We obtain the following.

| $n$ | $\frac{1}{n} D\left(p^{(n)} \\| q^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.2982 |
| 50 | 0.3253 |
| 100 | 0.3277 |

By Theorem 2, the Kullback-Leibler divergence rate is equal to .3301 . Clearly, as $n$ increases, $\frac{1}{n} D\left(p^{(n)} \| q^{(n)}\right)$ gets closer to the Kullback-Leibler divergence rate. We also obtain the following.

| $n$ | $\frac{1}{n} H\left(p^{(n)}\right)$ |
| :---: | :---: |
| 10 | 0.4618 |
| 50 | 0.4175 |
| 100 | 0.4116 |

By Corollary 2, the Shannon entropy rate is equal to 0.4057 . Similarly, $\frac{1}{n} H\left(p^{(n)}\right)$ approaches the Shannon entropy rate with increasing $n$.

## 6 Conclusion

In this work, we derived a formula for the Kullback-Leibler divergence rate between two time-invariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions. We also investigated its rate of convergence. Similarly, we examined the computation and the existence of the Shannon entropy rate for Markov sources and investigated its rate of convergence. The main tools used in obtaining these results are the theory of non-negative matrices and Perron-Frobenius theory. One interesting and challenging direction for future work is the investigation of the Kullback-Leibler divergence rate for general hidden Markov sources.
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[^1]:    ${ }^{1}$ Since $p$ and $P$ are assumed to be absolutely continuous with respect to $q$ and $Q$ respectively, it follows that $p^{(n)}$ is absolutely continuous with respect to $q^{(n)}$. Hence, some restriction on their behavior is induced. For instance, if $P$ is irreducible, $Q$ must be irreducible. However, it is possible to have $Q$ irreducible and $P$ reducible. So, in general, $Q$ and $P$ do not necessarily have the same number of classes.

[^2]:    ${ }^{2}$ We have that $P \mathbf{1}^{t}=\mathbf{1}^{t}$, where $\mathbf{1}=(1, \ldots, 1)$ and $t$ is the transpose operation. Using this fact and the fact that $P^{i}=P P^{i-1}$, the result follows by mathematical induction on $i$.

