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1. INTRODUCTION

1. INTRODUCTION

Communication network may cause a degradation of the control system

performance through:
guantisation errors,
transmission time delays,
dropped measurements.

Limitations of estimation and control under information constraints:
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1. INTRODUCTION

Data-Rate Theorem
[G. Nair, R.J. Evans, Automatica, 2003, 585-593.]

INFORMATION MUST BE TRANSPORTED AS FAST
AS THE SYSTEM GENERATES IT,
OR ELSE INSTABILITY OCCURS

X, =Ax, +Bu,, y, =0x,,

/. ={0,LK ,u-1}, R=log, u
S = ¥ (Yi» Sy ) —coder
u, =0, (s,_,)—controller

P - exponential stabilizability of the system:
p x| > 0as k>0 <

i}

R > Z log,

nlzp




2. PASSIFICATION METHOD

2. PASSIFICATION METHOD

2.1 Passification Problem
LTI single-input multiple-output system:

t = Ax + Bu, z=Cz, (1)
r = x(t) € R"™ — state vector, u = u(t) € R'— control,
» = z(t) € Rt — measured output, A. B, C — real matrices

Let G be (1 x [)-matrix.

Passification problem:
find (I x 1)-matrix K s.t. the closed loop system with

u=—K"z+v is strictly passive with respect to 0 = Gz:
for some p > 0 and all T" > 0

T

[ (ocv—plz|*)dt > 0

0
holds for all trajectories of (1) starting from x(0) = 0.




2. PASSIFICATION METHOD

2.2 Hyper Minimum Phase systems

Definition 1 System (1) is called minimum phase with
respect to the output o = Gz, if the polynomzial

s[,—A —B
wo(s) = det 3
0(s) o , (3)

is Hurwitz; hyper minimum phase (HMP), if it is mini-
mum phase and GCB > 0.




2. PASSIFICATION METHOD

2.3 Passification Theorem (Feedback KYP Lemma)
[Fradkov. Aut.Rem.Control (1974), Sib.Math.J. (1976), Europ.J.Control, 2003]

The following statements are equivalent:

(A1) There exist a positive definite (n x n)-matric H
and (I x 1)-matriz K s.t.

H(A+BK"*C)+(A+BK"C)"H < 0, (4)
HB =C"G"
(B1) System (1) 1is HMP w.rt o= Gz.

(C1) There exists a feedback w= K"z +v (5)

s.t. (1), (B) is strictly passive w.r.t. o = Gz.

Rem. K in (4) can be found in the form K =—xG" where
k 1s a sufficiently large positive real number.
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3. SYNCHRONIZATION AND STATE ESTIMATION
OVER THE LIMITED-BAND COMMUNICATION CHANNEL

3.1 Coding Procedure

. Static coder q(y, M) = M Sign(y)

- Coder range M[k] = (Mg — Mso)p® + Mo

k=0,1,2, ...
. Central number  Clk + 1] = c|k] + 5y[k], cl0] =0
- Deviation signal 8y[k — y[k] — C[k]

* Transmitted signal 5’y[k] = q(ay[k], M[k])
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3.1 Controlled Synchronization of Passifiable Lur’e Systems

Master-slave synchronization of two identical nonlinear
systems, modeled in the Lur’e form:

#(t) = Ax(t) + BY(y1), ni(t) = Cu(t), (9)
(1) = Az(t) + By(y2) + Bu, y2(t) = C2(f),  (10)
x(t), z(t)— n-dimensional vectors of state variables;

y1(t), y2(t) — scalar outputs; w(t) — scalar control;
(1) — continuous nonlinearity, acting in span of control.

(9) — master (leader) system,
(10) — slave system (follower)



3. SYNCHRONIZATION AND STATE ESTIMATION

3.1.1 Transmission of the output signal of the master system

Master w(t)
e
System

Coder

- A Communication|
Y [] || Channel

{...001011...}

Decoder
70 |
Slave yg(t)
——1 Controller
System
G

Controller —the static output feedback:
u(t) = —K&(t), (12)
E(t) = y2(t) — y1(t), K is a scalar controller gain.
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3. SYNCHRONIZATION AND STATE ESTIMATION

Transmission of the output signal (cont.)
The Lyapunov function V' (e) = e¢' Pe and the gain K s.t.
V(e) < —pV(e)
for some p > 0 and 5y (t) — ( exist if and only if
W(A) = C(M — A)~'B is HMP,
where e(t)=z(t)—=(t). 8,(t) = y (£) — 7 (£),

Limit synchronization error lim ||e(t)|| < C.A,
t—00

where C, = \/iméx((ﬁ)) L”‘?:’K’, A — upper bound on

the transmission error, L, > 0: W(y) =y +0)| < L,1d] .
A= BLy/R,where § ~ 1.688, L, = sup,.q |Cz|.

=» Limit synchronization error Is inversely proportional
to the channel capacity R (FAE, Phys.ReVv.E, 2006)
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3.1.2 Transmission of the error between systems’ outputs

Master E(I) E(t) )
> Coder
System - =
= A Communication
k ’
Channel
{...001011...}
Decoder
£(0))
()
Slave CAN Controller
System
1 u(t)

where £(1) = glk] as tp <t <tptr,

e|k] = M|k]sign(e(tx))

12
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Transmission of the error (cont.)

A1. Nonlinearity ¢ (y) is Lipschitz continuous:

V(1) —¥(W2)| < Lyly — y2
for all y1, y2 and some L, > 0.

A2. The linear part of (9) is strictly passifiable.

Then, as follows from the Passification Theorem,

AP=P">0and K st foranyn:0<n<mnp:
PAx+A}P <-—29nP, PB=C",  (17)
where Ax =A—BKC', No— stability degree of ((\)
Any sufficiently large K can be chosen.

13
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Transmission of the error (cont.)

Theorem (FAE, TCAS-2009)

® Al, A2 hold;

® /{ satisfies passivity relations (17);
® the coder parameters p, 1 :

L
GnT(eLFT—l)E 7
|CI(K|B][+LF)

where Lr = ||A|| + Ly||B|| - ||C]], 7 is from (17).
® The coder range M [k] = Myp~.
Then Ve(O) s.t. e(0)"Pe(0) < Mg;

e[k] decays exponentially: |e[k]| < |le[k]| < Mqp"®
and ‘E(t)‘ < ‘E[k” tor <t <tpg1-

e M <p<l,

14
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3.1 State Estimation of Passifiable Lur’e Systems

Nonlinear observer, embedded to the coder:
1(t) = Ax(t) + By(y) + Le(t), t(t) = Ca(t),  (20)
where Z(t)€R"; §1(t)ER"; error e(t) = y1(t)— 41 (1)

Elk] = Mk]sign(e(ty)), E(t) =¢lk] ast € [ty, tg11]
L — observer gain (design parameter).

g|k| is transmitted over the channel.
Observer at the receiver side:

Za(t) = AZq(t) + BY(Ja) + La(t), Galt) = Caqlt).
ia(0) = 2(0).

Convergence conditions follow from (FAE, TCAS-2009) .
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3.2 Adaptive Synchronization of Passifiable Lur’e Systems
3.2.1 Problem Statement and Synchronization Scheme

Nonlinear uncertain system (“transmitter”, “master system?”):

T= A$+w0 +BZ‘9@¢@ , y=~0Cu, (22)

X - transmitter state n-vector; y — |-vector of outputs (to be
transmitted over the communication channel);

=[6,, ..., 6.]" - parameters.
Assumption: g;i(+), A,C, B are known, only y(t) can be measured.

To achieve synchronization between two chaotic systems: adaptive observer
[Fradkov, Nijmeijer, Markov, Int. J. Bifurc. Chaos, 10 (12), pp. 2807, 2000].

16
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3.2.1 Adaptive observer

 Tunable observer:

&= Ad+10 (7 +Bzem J+L(y—9), §=Ck, (24)

X —observer state n-dim. vector, y — observer output I-dim.vector,
9@' — tunable parameters (1= 1,2,...,m).

« Adaptiation algorithm:

A

~v > 0— adaptation gain; a>0—reqularization gain.

17
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3.2.2 Performance evaluation

Theorem . Let the following assumptions hold:

Al. The observer gain matrix L is such that the transfer
function Wr(A\) = C(AI — A+ LC)~ !B is strictly passive.
A2. The system (22) possesses a bounded invariant set

Qg C R" for any 0 € © C R"™, where © is the set of
possible values of uncertain parameters and z(0) € €.

A3. Functions ¥;(y). i = 0,1,...,m are bounded and
Lipschitz continuous in the closed A-vicinity of . i.e.
.- ANy / I .- /
Vi) < Ly, [0i(y") —viy)| < L, for some Ly, Ly, and
for all y = Cw, © € Sa(Qp), where Sa(Qe) = {w : 3z €
QQ . HIL' — ZH é A}

Then there exist constants C7; > 0, Cy > 0 such that for
any A > 0 the choice of design parameters a = A?, v =
(5 /A? guarantees that the synchronization goal Q < A,
is achieved for A, = C1A. i.e. the limit synchronization
error A, is proportional to the transmission error A.

18



4. EXPERIMENTAL STUDY.

3.2.3 HMP condition in observer design problem

According to the observer version of the passification
theorem by Efimov and Fradkov (2006), the vector L
satisfying assumption A1 exists if and only if the transfer
function W(A) = C(AI — A)~'B is HMP. To find vector
L satistying A1 under the HMP condition it is sufficient
to choose L in the form L = —k(C, where v > 0 is large
enough.

Results are extended to the case of bounded disturbances
(Fradkov A.L., Andrievsky B., Ananyevskiy M.S.

Passification based synchronization of nonlinear systems under
communication constraints and bounded disturbances.
Automatica, V. 55 (5), 2015, pp. 287-293).

19
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CONCLUSIONS

A unified exposition of passification-based
approach for synchronization and state estimation of
nonlinear systems over the limited-band
communication channel is given.

*Relevance of passifiability condition for the posed
problems Is demonstrated.

*Future research is aimed at taking into account
sighal drops and delays in the communication
channel.

20
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