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Design and Performance of VQ-Based Hybrid
Digital-Analog Joint Source—Channel Codes
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Abstract—A joint source—channel hybrid digital-analog (HDA) ratio (SNR), there usually is drastic degradationn perfor-
vector quantization (VQ) system is presented. The main advan- mance at lower SNRs. Historically, the better these systems per-
tage of the new VQ-based HDA system is that it achieves excellentform at the design SNR, the more drastic is the performance
rate-distortion-capacity performance at the design signal-to-noise d dati ] SNI,? Thi bl hich i Ik
ratio (SNR) while maintaining a “graceful improvement” charac- | egra .a 1on a oyver S. 1his pro_ em, w 'C IS We, nown
teristic at higher SNRs. It is demonstrated that, within the HDA N the literature, is due to the quantizer sensitivity to bit errors
framework, the parameters of the system can be optimized using and the total breakdown of most powerful error-correcting codes
an iterative procedure similar to that of channel-optimized vector  atlow SNRs. The breakdown at low SNRs is not a feature of dig-
quantizer design. Comparisons are made with three purely dig- | tandem systems only, but a problem of nonlinear communi-

ital systems and one purely analog system. It is found that, at high . . - .
SNR)é, the VQ-basedeDAY systerg isy superior to the other invesgti- cation systems in general (that is, the breakdown typically also

gated systems. At low SNRs, the performance of the new schemeOCCUr'S in systems based on nonlineaalog modulation for-
can be improved using the optimization procedure and using soft mats, such as frequency or phase modulation). ii) A second and
decoding in the digital part of the system. These results demon- often-overlooked problem is that as the channel SNR increases,
strate that the introduced scheme provides an attractive method e performance of tandem systems does notimprove after a cer-
for terrestrial broadcasting applications. tain point. We refer to this as tHeveling-off effectThis effect
Index Terms—Broadcasting, hybrid digital-analog coding, joint  js due to the unrecoverable quantizer distortion which limits the
sourcc_e—c_hannel coding, robust transmission, source coding, vectorSystem performance at high SNRs. The leveling-off effect is a
quantization (VQ). feature of purely digital systems and is not in general a problem
in analog systems.
I. INTRODUCTION AND MOTIVATION To address the first problem various digijaint source-

C ONSIDER the problem of transmitting a Gaussian sour$ annell codingsystems have been proposed. In these_ systems,
over a Gaussian channel. According to the source—chan designs of the source and channel codes are either com-

separation principle [2], optimal performance can be achiev H‘ed or are well coqrdinated. E_X""mp'?s of apprqaches tp joint
by separate, or independent, design of the source and chaﬁﬁé‘lme_maﬂnel coding mclu'de'. a).optlmal quantizer design for
codes. Systems which are designed based on this principle ey channels [3}7], b) optimization of the channel codeword

often referred to asandem sourcechannel codingsystems. assignment [6], [8], c) channel codes which use unequal error
Tandem systems are always designed usdigjtal coding protection, and d) channel codes which are designed to exploit

techniques. A fundamental problem associated with the digif F residual redundancy of the source enc_oder output o correct
tandem system in particular, is the so-calleeshold effect. channel errors [9]-[11]. These traditional joint source—channel

The threshold effect actually involves two problematic trait .odmg systems improve the system performance at low SNRs.

i) First, even though these systems typically perform well rel fowever, they do not address the leveling-off effect which

tive to the Sh limit at the designed channel signal-to-nofgCurs at high SNRs.. — .
Ve tothe shannon imit atthe designed channet sighal-to-not In [12] and [13], various hybrid digital-analog (HDA) joint

source—channel coding systems are proposed to address the lev-
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Fig. 1. Hybrid digital-analog system with joint decoding.

performs well over a wide range of channel SNRs. We assumenote the probability that indéxs chosen by the encoder, and
memoryless and Gauss—Markov sources and an additive whéte

Gaussian noise (AWGN) channel. We demonstrate that within A .

the VQ-based HDA framework, the system can be optimized m.(i) = E[X|X € §] = E[X|I =]

using an iterative method similar to the traditional Channel-oaénote the centroid of thith encoder region. When € S;

timized VQ (COVQ) design algorithm [4], [7]. Motivated by e.ltheL bits of the chosen indekare fed to a binary symmetric
broadcast scenario, we then present the performance of a f|x%d
I

encoder, adaptive decoder system in which the encoder is o8 gnne_l (BSQ) with crossover probability, resulting in the
mized for a fixed-channel SNR while the decoder adapts to t gtput index;. Let

changing channel SNR. Comparisons are made with the unopti- P(ili) A Pr(J = j|I = )

mized system, three purely digital systems, and a purely analog

system. Results with soft-output demodulation in the digital pagenote the probability that indekis received given that the

of the system are also presented. input index to the channel was We assume that the BSC of
the digital channel results from using hard decisions on a dis-
Il. SYSTEM DESCRIPTION crete-timebinary-input Gaussian channel (binary phase shift

In this section, we give an account for the basic assumptiofyind (BPSK) modulation over an AWGN channel), with input
made about the investigated HDA system. We begin with cofit {1} and with noise variance* per channel use. Conse-
sidering the system depicted in Fig. 1. The upper half of tisiently, the transition probabilitigs”(|¢) } can be obtained as
figure corresponds to the “digital part” of the system, while the PUjli) = q’“’(“)(l _ q)L—w(i,j) 1)
lower half corresponds to the “analog part.” The overall pur-

pose of the system is to conveylalimensional random sourceyhere «(i, ;) denotes the Hamming distance between the
vectot X € R and reproduce it aX at the receiver side, with binary representations of the integersand j, and where

the aim of minimizing the totadlistortion q = Q(1/0) with
A 112 oo
D=E|X-X 1
I I Qz) = Vo / 72 gt (2)
or, equivalently, maximizing thsignal-to-distortion ratio 2 Ja
A ) At the transmitter, the output indexof the encoder also
SDR= E||X|]/D. chooses a codevecter from theencoder codebookz; 1 ¥,

The individual parts of the system are described in the followin@.nsdcg}scﬁsy'?ﬁglr\ézﬁ(g; tzm_t: BIZr:get?aE);rr:ﬁSé dTg\llse:/gcc';?sr

A sample, z, from the source is fed to thencoder to-ti | litudes ) h L Th f
of the system, and the encoder then produces an inc%% €-timeanajog-ampiitudésaussian channel. The purpose o
the scaling constant is to regulate the transmission power in

i€{0,..., N—1}with V = 2° (whereL is an integer). The the analog part. The received analog vectatis « - ¢ +w
mapping of the encoder is specified by taecoder regions ; ) : . R
pRng 1S spectl y glon wherew is drawn according to a Gaussian distribution with

T . " d
21— which form rtition oR h that wh ; . .
i{ri};ezﬁgoder C():utp(l)JtS t?epﬁ]étﬂ e? such that whee € 5; zero-mean independent components of variarfceNote that

A 2We assume that the digital channel can be modeled as a BSC for simplicity.
PH)=Pr(X e S;)=Pr(I=4) Most results of this paper can, however, straightforwardly be generalized to any
discrete memoryless channel model for the digital part, for example, a discrete
IThroughout, we denote random entities by capital letters, and realizationswdédel corresponding to a memoryless multilevel modulation scheme. To keep
these by the corresponding lower case letters. Bold-face symbols will be usleid fact in mind we will frequently work with a general set of transition prob-
for vectors and matrices. abilities, { P(j]%)}.
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Fig. 2. Hybrid digital-analog system with simplified decoding.

we assume that the noise variance in the digital and analog parals in the last expression of (3) cannot, in general, be solved
are equal. The digital and analog parts are hence implicitly as-closed form, and hence they must be calculated numerically
sumed to use the same underlying physical channel or two dif-estimatedor each received value ef Since one of our main
ferent channels with the same noise characteristics. objectives is to present a reasonably simple system for hybrid
In the general case, as itis illustrated in Fig. 1,deeodernf digital-analog coding we will not use the optimal joint decoder.
the system is a mapping = 2(j, «), chosen to minimize the Instead, having introduced the general system of Fig. 1, we turn
distortion D for a given encoder, as defined §;}, a given to Fig. 2 and an approximation to the joint decoder where the
encoder codebooKz; }, and a fixedx. It is straightforward to digital and analog parts are decoded separately and then com-
see that the optimal decoder is the minimum mean-square etvored. To this end, and with reference to Fig. 2, consider the
(MMSE) estimatoez(j, u) = E[X|J = j, U = 4]. That is, receiver side of the system with simplified decoding. In the dig-
ital part of the decoder a particular indgxs received, and the

N-1 . . . .
. . codevectoyy . is produced via table lookup decoding using the
] — ] d J . ;
&, w) ; /57_ zp(zlj, ) dz decoder codeboolﬁyj}f‘zgl. In the analog part, the received
N1 vectoru is multiplied by a rescaling constaft > 0 and then
2. Pl Js, zp(ulz, O)p(x) dz added to the codevectgr, resulting in an estimate of the trans-
= ’;01 mitted source vector according to
P(jle ¢ d. .
&, POl fs, iz, tlp(a) da &= fu+y;. @
N-1 B
> P(j|i)f5i1‘6_(202) Hu—at@=20l (2 d We hence see that the decoder (4) combines the contributions
= ;TE T (3) fromthe digital and analog parts linearly to form a source vector
> P(jli) [5 e= o luata—z)I p(z) de estimate. . .
i=0 ! In the remaining parts of the paper we will study the system

wherep(z) is the probability density function (pdf) of the source\f\”th S|mpl|f|ec’j’ decoding as in Fig. 2, and when r(_efernng to the
. . o . . “HDA system” we always refer from now on to Fig. 2.
vector, andp(2|j, %) is the conditional pdf ofX given.J = j

andU = wu. Furthermore, the conditional pgfu|z, ) of U
givenX = z andX ¢ S; is obtained as I1l. PERFORMANCE OF THEUNOPTIMIZED HDA SYSTEM
1 1 In this section, we investigate the performance of an unop-
p(ulz, i) = oz &P <——2||u —alx — zi)||2> timized version of the VQ-based HDA system with simplified
(2m0?) 20 decoding, as introduced in Fig. 2. This is the most straightfor-
sinceW is d-dimensional Gaussian with independent compdard implementation of the HDA system and we refer to it as
nents of variance?. Studying (3), we see that the reproductiofiDA-VQ. In the HDA-VQ system, the encoder regiofs; }
# of the source vectar is based on information transmitted bottfiré obtained via the well-known Linde, Buzo, and Gray (LBG)
via a digital and an analog channel. This fact is the key princip#&Sign algorithm [21] for noiseless channels. Furthermore, the
behind the work of this paper. encoder and decoder codebooks are obtained from the centroids,
Unfortunately, the optimal joint decoder as given by (3) id1atis,

very hard to implement. The reason for this is that the inte- .
z; = y; = ma(i). ®)
3The digital and analog transmissions can, for example, take place simultane-

ously at two different carrier frequencies, or be divided in time by alternate usgfe constanty is chosen to satisfy the analog channel power
of the same carrier. However, since we assume that the noise characteristics are

. 9 9 _ - o
the same for the digital and analog parts, the most reasonable assumption aEQLrﬂS_tra'nt.E[a X = 27]|%/d] - 1. (cf., the discussion in C_On'
the transmission is the latter one. nection with (11) below), whiles is chosen such that - u is
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the component-wise linear MMSE (LMMSE) estimator of the | spridg] ,/
vector E based on the observatidéh = «, that is, 24 7

1 22 / s -
- 6 - -
a(l+02) © 2

g
OPTA; ,/ 77" |~ analog
18 ;

(see also (13) below). Note that choosjmgccording to (6) re- 16 _ -
quires that:2 is known at the analog part of the receiver. Thus, 14 /ﬁpAﬁ/;/ -

i

the HDA-VQ system employs a “semi-adaptive” receiver where 12 A7
the analog part knows the noise variance while the digital part 10 /

LBG-VQ

does not utilize any channel knowledge at all. Motivated by a
broadcast scenario, we will, in Section V, investigate the perfor-
mance of a fully adaptive receiver, where both the digital and
analog parts know the channel statistics.

The performance of the HDA-VQ system for an indepen-
dent and identically distributed (i.i.d.) Gaussian source and e | SNR [dB]
Gauss—Markov source with correlation parameter 0.9 is -5 0 5 10 15 20
shown in Figs. 3 and 4, respectively. Hede= L = 8. Note o N '
that this corresponds o an overall ransmission rate of 2 £, Feorminee i drepiiaes sers a0 v e
channel uses per source sample. The LBG-VQ was desigRgs} LBG-vQ-turbo ¢ = 8 and overall rate two)Dashed linedrom above:
using one million training vectors, and 500 000 test vectors weP@TA for an unrestricted ANGN channel in the digital part, OPTA for a BSC
employed in simulating the resulting performance. Performanidhe digital part, purely analog.
is illustrated as SDR versus channel SNR, where the channe!

turbo

o N A~ 1

SNR in our case is obtained as SNR1/02. For comparison :; [ SDR [dB] / 7
purposes, we also present the following curves. oS opTA, /OPTA2 /,/ -
« The optimal performance theoretically attainable (OPTA), 22 L
which is obtained by setting o [ S analog_-
20 | i =2
R(D) = rCawan (1) 18| el ~” LBGvQ
16 | //// s
where R(D) is the rate-distortion function in bits per 14} 27 / 7
source sample of the source (under the squared-errc 12 s ad turbo
i i R 10 = [ Yz
distortion measure)y = 2 channel uses per source -z= -
sample, andawa is the channel capacity of the (con- i / -7
tinuous-input, continuous-output) AWGN channel given ——
by 2 :’///
0
1 i S
Cawan = 3 log,(1+ SNR) [bits per channel use] 2 f == SNR [dB]
-5 0 5 10 15 20

The resulting OPTA when the digital part of the system isig. 4. Performance for unoptimized systems and a Gauss—Markov source.

restricted to the use of binary modulation, resulting in §0!id linesfrom above at SNR= 15 dB: HDA-VQ, LBG-VQ (@ = § and rate
two), LBG-VQ-turbo ¢ = 8 and overall rate two)Dashed linesrom above:

BSC as described in Section II. This OPTA curve is OtbPTA for an unrestricted AWGN channel in the digital part, OPTA for a BSC

tained via in the digital part, purely analog.
R(D) = r(Cawan + Cpsc) (8) an LMMSE decoder. The distortion of this scheme is given
by
where
Ditos = 50— E|IX? ©
Crsc = 1+ qlogy ¢+ (1 — q)log,(1 — g) wnalos T 5 1 o2 '
[bits per channel usg] This system is chosen for simplicity. An alternative bench-

) ) . ) mark, based on linear analog modulation, would be the
with ¢ = Q(VSNR), is the capacity of the BSC. InFigs. 3 gystem in Berger’'s book [22, Sec. V-B]. When viewed as

and 4, the unrestricted OPTA, obtained from (7), is de- 3 plock code, Berger's system, however, has infinite block
noted by “OPTA” and the OPTA for a BSC in the digital length (it is based on a concatenation of noncausal linear
part, obtained via (8), is denoted by “OPJA filters) while our HDA system uses (rather short) finite
A purely analog system in which each source sample is  blocks. Therefore, comparing with the optimal system of
rescaled to variance one and then directly transmitted over [22] would be somewhat unfair to the HDA system, while
the channel twicér = 2), and where the receiver employs comparing with (9) is still reasonable.



712 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 48, NO. 3, MARCH 2002

* A purely digital system with no channel coding. Hereence in performance between the HDA system and the purely
the source is quantized by an eight-dimensional, 16-l@halog system can be generalized to hold also for the optimized
LBG-VQ (d = 8, L = 16). The LBG-VQ was trained HDA systems simulated in Section V.
using 8 million training vectors, and simulated using
500000 test vectors. The bit assignment for the LBG-VQ IV. DESIGN OFOPTIMIZED HDA SYSTEMS

is obtained from the natural splitting procedure of the . . . Lo . .
LBG design algorithm [21] In this section, we consider an optimization technique for im-
gn aig ' proving the performance of the HDA system in Fig. 2. The treat-

* A purely digital tandem system, denoted by LBG-VQment will lead up to an algorithm that strives to minimize the
turbo, which consists of an eight-dimensional 8-bit LBGjstortion

VQ (d = L = 8), followed by a ratet/2, (n, k) = .

(2048, 1024) turbo code [23] with generator$7, 21). D=E|X - X|? (10)
Twenty iterations were applied in the turbo decoding part.

Note that this system has a much higher encoding/dL @ given “design SNR1/4% and under a constraint on the
coding delay and complexity than the HDA-VQ systen¥ansmitted power
(see below). In this simulation, the LBG-VQ was designed

using 250 000 training vectors, and then the performance P,
was tested using 65536 source vectors.

Al
S 2 B|IX — 2 (11)

per channel use in the analog part. More precisely, the aim of

Observe the following. i) The strictly positive slope (slopéhe design will be to find encoder regiofs; }, encoder code-
= 1) of the HDA-VQ curves at high SNRs. This is contrastedectors{z; }, decoder codevectofg; }, and a decoder rescaling
with the leveling-off effect (slope= 0) of the two purely constant3, such thatD is minimized under the constraint that
digital systems. We say that the HDA-VQ systemacefully is chosen such thd?, = 1 is satisfied at all times, that is, the
improvesat high SNRs. Note also that for high SNRs, th&NRs in the digital and analog parts are constrained to be equal.
HDA-VQ system performs close to the OPTA for a BSC i his power constraint is imposed for two reasons. i) Since we
the digital part (OPTA), and the performance increases withimplicitly) assume that the digital and analog parts of the HDA
the same slope. ii) In both figures, HDA-VQ outperform§ystem use the same carrier on the underlying physical channel
LBG-VQ at all channel SNRs. iii) For high SNRs (9 dB andn a time-division mode, it is natural to assign the digital and
above), HDA-VQ outperforms the other three systems. iv) Ti1al0g transmission equal power. This is because a time-varying
superiority of HDA-VQ over the purely analog system at higansmission power typically would entail costly requirements
SNRs is more pronounced when the source has memory. v)3t the power amplifier in the transmitter. ii) Assigning equal
low SNRs, both purely analog and LBG-VQ-turbo outperforrROWer to both parts is motivated also by our objective to de-
the HDA-VQ system. It should be noted, however, that thign a transmitter that is robust against variations in the channel
LBG-VQ-turbo system has a delay of 1024 samples comparetiR. Even if we need to specify a design SNR in the system op-
with the eight-sample delay of the HDA-VQ system. Furtheflmization, it is still desirable to allocate equal power from the
more, the decoding Comp'exity of the turbo decoder is abd@@lnt of view of making as few additional aSSUmptionS about
3800 floating-point operations per source sample, whereas th& channel quality as possible.
complexity of the HDA-VQ decoder is only one operation 10 begin our treatment of how to optimize the system we
per source Samp|e. We will show that the performance of tﬁéSt look at the eXpreSSion for the overall distortibh To this
HDA-VQ system at low SNRs can be improved using thend, we note that for arbitradyS; }, {2:}, {y, }, andg, but with
optimization technique described in Section IV. « chosen to satisfy the power constraint, the distortion can be

Before leaving the present section we return to observatigipressed as
iv) and emphasize the interesting fact that the difference in per- 2
formance between the HDA-VQ system and the purely analdg = £ HX—XH =E|X-(3-U+y,)|’
system appears to lmenstantfor high SNRs(¢? — 0). Using 9 T
(9) and (5) in (14) (as derived in Section IV), it is, in fact, =& [X—¥sl"=27E [(X —zr)" (X —?/Jﬂ

straightforward to show that +E |y (X—2z)+8W|?
f Demstos L EIXIP 1o = B|X -y, =208 [(X—2n)" (X —y,)| +7d(1+0%)
020 Dupa-vg 2 E|X —m,(D|F ~ 2 Q (12)

where Dupa-vq is the distortion of the HDA-VQ system in whereyéoc/}, and where we have assumed thakE || X—z;||* =

Figs. 3—4, and SDf; is the SDR of the VQ part “alone” in d is satisfied. Based on this expression for the distortion, we
the HDA-VQ system. Hence, the gap between the performane@l derive optimality criteria for all parameters of the system.
of the HDA-VQ and the purely analog system is indeed coma Section IV-A, we show howz; }, {y; }, and3 can be chosen
stant for high SNRs, since SR} does not depend oa?. to minimize the distortion (under the constraifit = 1), for a
Furthermore it is clear that the gap is larger for sources witliven set of encoder regiodsS; }. Then, in Section I1V-B, we
memory since SDR, typically can be made to increase withderive an expression for the optimal encoder regions, for given
increasing source correlation. This conclusion about the differalues of the other parameters of the system (and, again, as-
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suming that the power constraint is satisfied). In Section IV-Qhat is, since it is straightforward to check that this value of
we investigate the structure of the system in some asymptati@lso minimizesE||E — AU||?, we have thapu is the com-
cases, for example, how the optimal encoder regions chang@asent-wise LMMSE estimator df based on the observation
the noise variance in the analog part goes to zero or infini#/. = w. Wheng is set according to (13) the resulting distortion
Finally, in Section IV-D, we use the results of Sections 1V-As

and -B to formulate an iterative design algorithm for the whole 1
. n e D=E|X -y’ - 7 - ElIX -m,(DII".  (14)
ystem. 1+o
o _ _ We now consider how the decoder codevectgy s} should
A. Optimizing for Fixed Encoder Regions be chosen to minimize the distortion. Since (10) can be rewritten

Assume thafz; }, {,}, andg are arbitrary, but that the setas
of encoder regions; } is known and fixed. Also assume that
is chosen such that the power constraint is satisfied at all times.
Let us first focus on how the encoder codevectors should
be chosen to minimize the distortion under these assumptio
We note that the only term in the last equality of (12) that ¢
be influenced by changingz; } is the middle one. Hence, the
encoder codevectors should be chosen to maximize

v E(X —20)" (X —y,)].

D=E|(X - pU) -y,

it is obvious that the codevectors that minimi2eare obtained
lettingy; represent the MMSE estimatai{ X — gU|.J = j]
the vectorX — U based on the observatioh= j. That is,
y, should be chosen as
Y, =E[X - B(a(X —2z)+W)|J =]

Note that =1 —m2(5) +v20)), (15)

B[X 2" (X —y,)] where

) S EX|J=3] and z(j) 2 E[z|J =j]. (16)

N—1
. . . . . Hence, to summarize, we have so far derived that for a given
—EIXI?= P(i) (2 m, (¢ ) Im, (i) —2Tm, (- , ,
2l Z (0)(zi s (1) +m (1) my (§) — 2 my (7)) set{S;} the encoder codevectors should be chosenr;as

=0 Ely;|I = 4], the rescaling constarit as in (13), and the de-
=E|X|*-E [XT(zz + my(I))} + E[2fmy(1)] coder codevectors as in (15) and (16). We note that for a given
«, the optimal value fop3 depends only on the channel SNR.
=E [(X —2)" (X - my(—’))} Consequently3 can be chosen independently{ef } and{y, }.

However, the expressions fey andy; are not independent. In
fact, these expressions can be combined so that the encoder and
decoder codevectors may be obtained jointly. Such a result is
N-E [(X ) (X - my(I))} presented in the following paragraph.

Letting

= B [(0(X 2" (X —m,(1))] PG) 2 Pu(J = j) = 3 PIPG)

<BVEloX-2)IPE|X -m,(DF  and

= - \Jd- B X —m, (D)
for all {z;}. The last term does not depend ¢ég;}, and it

P(ilj) = Pr(I = ilJ = j) = P(jli)P(é)/P(5)
the expressions fag; andy; can be rewritten as

can easily be verified that the inequality can be achieved with =
equality by lettingz; = m,, (¢). Consequently, the encoder code- zi = Z Py, 1)
vectors should be chosen as= m,(¢), i = 0,..., N — 1. =0
Note that this choice ofz; } is consistent with the result derived . =
in [24] for a two-stage digital coding system (see [24, text fol- y; =1 -7)z() +7- Z P(ilg) 2i (18)
lowing eq. (30)]). Now, letting:; = m,,(¢), we get the distortion with =0
D=E||X —y,|P? — 29E|IX —m,(D)||* + B2 d(1 + 0?) N_1
. B s , () =E[X|J =j]= ) EX| =i, J=j]P(il)
=E|X~y,l" -2~ Ella (X —m,(I)|" +#7d(1 +07) i=0
N—-1
=E||X—yJ||2—2/—;d+/32 d(1+0?). =Y m, (i) P(il). (19)
=0

Hence, we see that for a fixgd; } and an arbitraryy; }, and

) N s Now we note that (17) can be used in (18) to give dhsimul-
with {z;} chosen ag; = m, (), the optimal3 is

taneous equations
) 3 N—1N—1
3 = argmin < (3)? d(1 + o> —2/—d} . .
9= wemn {901 +0%) -2 vo= (- + 3 3 Pr( =ilJ = k)
1 1 i=0 =0
PRl (13) Pr(J =j|l[=i)y;, k=0,...,N—1 (20)
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for the decoder codevectofg; }. These can be put into matrix Consequently, singe(x) is nonnegative, théth encoder region

form by defining the matrices S; should be assigned thogethat minimize the term within
k o A - brackets in the last equality of (23). That is, the optimal encoder
Y2y -yy o] and X20)a(v-1] A aualty of (23) P
and theN x N matrix F' with elements .
N-1 S; = {z € R: (L - )lle — my ()] + ;
(F); = Pr(I=ilJ = k)Pr(J = j|I =), < (1=l —my(B)|I* + gr, VE}.  (25)
=0 The expression given in (25) can be put into a form that allows

J=0,. .. N=Lk=0,.... N=1 (21) for some further interpretation. L& = [T 0]7, that is, the
and then observing that (20) is equivalent to the matrix equativector inR¢*! defined by augmenting the source vectowith

Yy —F)=(1-7)X (22) azero.and

M () = fmT () /o T

wherel y is the N x N identity matrix. It is important to note, my (i) = [m, (1) Vgi/(1 =]
in connection with (22), that the matriky — +F is invertible (assuming) < ~ < 1), that is, the vector ifR*** obtained by
forall 0 < v < 1 (a proof of this statement is provided inaugmentingn, (¢) with the scalar/g; /(1 — v) inthe(d+1)th
the Appendix). Consequently, since wjitthosen according to position. Then (25) can be rewritten as
(13), and with0 < ¢ < oo, we have thab < v < 1, we can O )
safely assume that a unigltecan always be found by solving i = {2 € R%: [[2 —m, (9)||” < ||z —m, (F)||°, VE}. (26)
(22). Then, with{y, } extracted from the resultirl the encoder That is, letting2; be theith region in the Voronoi partition of

coievecto:s are thained _usingz(ﬂ). 417 | R¢+! defined by the vectorfm, (i)}, theith d-dimensional op-

S an _a_ternatwe_ to using (22) and (17) to solve {%} timal regions; is obtained as the intersectionf €2; with the
and{z;} jointly, an iterative approach may be used. Such a}ﬂlperplaneﬂ — (z = [z7 0]”: z € R%}. For some indexes
approach can be initialized, for example, by letting= m. (¢). it may be the case that this intersection is empty. Hence, these

ghend{yj} (;an be computedb using (18)6 and f%r. this set Ghdexes can never be chosen by the encoder and are, thus, totally
ecoder codevectorg; } can be computed according to (17)redundant. The redundancy in the transmitted data induced by

Then a new decoder codebook can be obtained using (18) phenomenon is utilized by the decoder for error protection

a new {z;} using (17), and so on, gntil _the two codet_;ook cf., [7], [25], [26] for similar results on VQ over binary dis-
have reached stable values. Two situations when using t

téte channels, and binary-input soft-output channels). In the

|t?rat:v¢ apgrzofeu_:h r;ay be. preferreld over thehdlrehct apprp%fﬂowing subsection, we utilize (26) to provide some interpre-
; S0 w;\?gb( ): D) Wh er(;N is (very) argz, so that tde rlngtrlx bations of how the optimal regions vary as a function of the tran-

N — yfrbecomes har to compute an stor_g, and sowing Wffion probabilities in the digital part and the noise variance in
equation system becomes too complex and ii) wihes close

. the analog part.
to one (corresponding @* — 0) so that(Iy — +F) becomes g
ill-conditioned. C. Some Special Cases and Interpretations

B. Optimal Encoder Regions Above, we have assumed that the noise variance in the dig-
ital and analog parts are equal. That is, the value“oinflu-
ences both the variance of the noise in the analog channel and
the transition probabilitie®(;|¢) of the digital channel. In this
subsection, we temporarily let go of this assumption with the
purpose of investigating some special cases in terms of asymp-
totic values fora? and P(j|i). To this end, let-? denote the
noise in the analog part (only), and assume #fatind P(j|<)

‘are independent. Also assume thag}, {y,}, andy = of are
chosen according to the treatment in Section IV-A and assume,

Here we assume, instead, that an arbitrggy} is given,
and that for this giver{y,} the encoder codevectofs; } are
chosen ag, = m,(i) = E[y;|I = ¢] and the rescaling con-
stant as? = a~!/(1 + &2), under the assumption that is
chosen such that? - E||X — z;||? = d is satisfied at all times.
Then, withy = 8 = 1/(1 + 0?) and utilizing the fact that
E[X"y,] = E[X"m,(I)], an expression for the resulting dis
tortion can obtained from (14) as

D=E|X —y,|* —vE|X —m,(D)| furthermore, that the encoder regiofs;} satisfy (25). Then
_ 2 T T consider the following situations.
=1 =nE[X|" -2 (E [X yj} —E [X my(I)D Arbitrary, but fixed, transition probabilities?(j|:) and the
+ Elly, I* = vEllmy, (D)]1* following.
=(1—E|X —myD)|* + Elly,|* — E|m, )| » Low noise levelin the analog part? — 0: S.incea2 -0
N1 impliesy — 1 the last component af, (i), in (26), goes
_ 1= Mz = m, (D)2 + g;1p(x) de 23 to infinity. Hence, as a result, the vectars, (), in the
; /si =l v +a:)p(@) 3) augmented source space, will move away from the hyper-
where planell. Consequently, more and more regiafiswill
gi 2 E[||yJ||2|I = L] — ||my(L)||2 4Strictly speaking, this intersection is stil(d + 1)-dimensional set (in the
’ No1 sense that its elements are member&éf!). A more rigorous definition of

. 2 A2 the mapping from(2; to S; would be to say thab; is the projection of the
= Z P(J|L)||yj|| - ||my(L)|| . (24) intersectiorlI N €2; ontoR* obtained by leaving out the last coordinate (which
=0 is 0) in the elements off N €2;.
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become empty, and the redundancy content in the trai
mitted digital data will increase until, finally, there is only|
one nonempty region left. This fact can be interprete
by noting that since the analog channel is of increasing
good quality, the digital part can “afford” to use more an
more redundancy to protects its data. Now consider i
stead the optimal codevectors. We show in the Appenc
that asy — 1 the solutionY of (22) approaches a ma-
trix with all columns equa$. That is, all decoder codevec-

Input data: A fixed SNR 1/0® (assumed equal in the digital and analog channels),
and the corresponding transition probabilities P(j|7) of the digital channel.

(0) Initialize the encoder regions {S;}, and set v = 1/(1 + o2).

(4) Estimate the encoder centroids {m.(7)}, and the probabilities {P(¢)}. Com-
pute the vectors {%(j)} using (19). Determine {y;}, using (22), and then set
{z:} according to (17).

(#) Estimate the power P = E||X — z;||® of the residual in the analog part, and
set @ = /d/P. Then let 8 = v/a (c.f, (13)).

(iv) Compute {g:} using (24), and then redefine the encoder regions according to
(25) (noting that we can use my(i) = z; where {z;} were computed in (i)).

(v) Estimate the power P = E||X — 2;||%, and set & = 1/d/P. Set 8 = v/a.

(vi) Repeat from () until convergence.

tors {y,} will become equal, say; = y,V;. Further-
more, by studying (17) we see that this will also imply

z; = y,Vi. Regarding{y;} the fact that the codevec-9->
tors become increasingly equal is reasonable since, as we
have noted, the redundancy content in the transmitted dig- (VQ design for noiseless channels is described, e.g., in
ital data increases (equal codevectors can be interpreted as [27].)

error-correction coding [25]). Moreover, as the analog part
becomes noiseless we hawe~ £ — z; (cf., Fig. 2), and
sincez; — y; — Y, this givesz — y, + (z — y,) = =,

so the fact that; — ¥, is also motivated.

Description of design algorithm.

* High noise level in the digital parfor { P(j|¢)} derived
from a BSC, as in (1), increasingly high noise level in the
digital channel corresponds o— 1/2. This will give

P(jli) — (1/2)F =1/N,  forall j and.

High noise level in the analog par,> — oo: Assuming

0 < a < oo this implies3 — 0. That is, the infor-
mation stemming from the analog part will not be used
by the receiver (which is reasonable, since the quality of
this information will be increasingly bad a8 — o).
Moreover, sincey — 0 the equations describing the dig-
ital system, e.g., (15) and (25), will converge to the corre-
sponding expressions for a purely digital system (cf., e.g.,
[7] and [25]). Hence, the digital part will depend only on
the transition probabilitie§ P(j|¢) }, independently of the
analog part, and the analog part will be completely “turned
off.”

Arbitrary, but fixed,0 < o2 < oo and the following.

First, noting that this implies”(¢|j) — P(%), V7, and
then studying (19) we see thafj) — E[X], V4. Then,

in solving (17) and (18), noting that we assume 1, and
usingz(j) = E[X], we getz; = E[X] andy; = 2(j) =
LE[X], for all < andj. Studying the expression (25) for the
optimal encoder regions we see that sipce- 0, V¢, and
sincem,, (i) — F[X], V<, there will, furthermore, only be
one nonempty region, say. That is, we get a situation
similar to the one obtained for — 1, as studied above,
where all codevectors become equal and where increas-
ingly many encoder regions become empty until, finally,
only one index is transmitted, irrespective of the input
and the decoder produces the expected valL&]| of the

» Low noise level in the digital parThat is source for all received indexes.

P(jlt)y — 1, if j =4 andP(j|¢) — 0, otherwise.

less, the matrix” in (22) approaches an identity matrix.f0 formulate an iterative training algorithm for the HDA system.
Hence, noting that = 1 (since we assume < o2 < o) This algorithm is summarized in Fig. 5. With reference to this
the solutionY of (22) will, in the limit, be equal to the figure, the following is a list of comments to the design.
matrix X, that is,y; = Z(j). Furthermore, from (19), we
have thatz(j) — m,(j) = E[X|I = j], and studying
(17) we see that; — w,. Hence, in the limit it holds
that the vectordy,}, {2;}, and{m.(i)} are all equal.
Now, turning to the optimal encoder regions we first note
that as the digital channel becomes noiseless, we have
thatm,(:) — m,(¢). Hence, studying (24) we see that
gi — ||m.(9)]|?—||m..(:)||* = 0. Consequently, from (25)
(and, again, noting that # 1), we have that the optimal
regions{S; } will approach the Voronoi regions defined by
the vectordm..(4)}. Hence, to summarize, since the code-
vectors{y, } approach the encoder centroida ()}, and
since the optimal regions become equal to the Voronoi re-
gions of these, we see that the VQ in the digital part ap-
proaches a VQ designed for a noiseless digital channel.

5The proof provided in the Appendix assumes that the noise in the digital part * AS mentioned ea_r“er’ _an alternative to using (22) ”? step
is nonzero, i.e.P(j|i) > ¢ > 0 for all j andi. i) is to employ an iterative approach. In the systems inves-

D. Training Algorithm

» Besides the source vector dimensidnand the size
N = 2 of the VQ (and assuming that the statistics of
the source, as described by the pdf), are known),
the algorithm takes as input the transition probabilities
{P(j]©)} of the digital channel and the SNR/s? in
the analog part. Assuming that the digital channel is
derived from a binary Gaussian channel, the transition
probabilities can be obtained from (1), (2) for a given
noise variance>.

L]

In Step 0) of the algorithm, the encoder regions can be ini-
tialized by using the Voronoi regions of a VQ trained for a
noiseless channel and the source under consideration. An-
other alternative is to use the encoder of a COVQ trained
for the digital channe{ P(j|¢)}.
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tigated in Section V, we used this approach when training 54 | SDR [dB] /
for a high SNR (and hence-aclose to one), since inthis  ,, [ 7 b
case the matrigl y —vF') is close-to-singular and solving  ,, | / c s
the equation system becomes numerically unstable. 20 I 2

« Convergence, in step vi), may be checked by monitoring 18 | o p 7
the distortionD, and stop the iterations when the relative 16 / 27
improvement is small enough. 14 ¢ s Z -

12 / LBG-VQ
« Finally, it should be noted that the scaling constaris i 4 I R

speaking, there is therefore no guarantee that the powe
constraint is satisfied afl instants of the algorithm (while
our derivation assumed this). Consequently, convergence
is not guaranteed. However, all our practical experience
with implementing the training algorithm suggests that - - P SNR [d8]
this issue is not a problem in practice, since in all cases we =~ L==—

. .. L. . 10 7 7
updated in steps ii) and v) of the training and, strictly - /%/
/
/
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have encountered, the algorithm does converge to a stable
solution. Fig. 6. i.i.d. Gaussian sourc8olid linesfrom above at SNR= 15 dB: (a)
HDA-VQ, and HDA-F.EAD with “x” equal to (b) 10 dB, (c) 5 dB, (d) 0 dB.
Dashed linegrom above at SNR= 15 dB: OPTA (unrestricted AWGN channel),
purely analog, purely digital LBG-VQd(= 8 and rate two), LBG-VQ-turbo
V. PERFORMANCE OFOPTIMIZED HDA SYSTEMS (d = 8 and overall rate two).

In this section, we evaluate the performance of our optimized
VQ-based HDA system for the compression and transmissior 3, [
of two (unit variance) sources: a memoryless (i.i.d.) Gaussiar 3p |
source and a Gauss—Markov source with correlation paramete 28
0.9. Motivated by a broadcast scenario, we use the design algc 26
rithm described in Fig. 5 to implemenfiaed encoder, adaptive z‘; s 4 .
decoder(FEAD) optimized HDA system. More precisely, the 20| / anatbg
proposed scheme, denoted by HDAHAD, consists of an op- 44 [ % -7
timized HDA system in which the encoder (i.e., the parameters 16 | ’ P
{S:}, {#}, anda, wherew is chosen to satisfy the power con- 14 ¢ - LT
straint) is designed forfixedvaluex (in decibels) of the channel 12 - A R et I turbo_
SNR,1/02, and is not modified as the true SNR changes, while !
the decoder (i.e., the parametgys } and/3) has knowledge of
the true SNR and thuadaptsto it.

We present simulation results for different optimized HDA-
F.EAD schemes, and compare them with the basic (unopti-
mized) HDA-VQ system (discussed in Section Ill), a purely 2 [=="
analog system, and several purely digital systems. All consid-
ered systems have an overall transmission rate-ef2 channel o
uses per source sample. We employed 2 million training V%g. 7. Gauss—Markov sourc8olid linesfrom above at SNR= 15 dB: (a)

g e . o DA-VQ, and HDA-F, EAD with “x” equal to (b) 10 dB, (c) 5 dB, (d) 0 dB.
tors in designing codes witlh = 8 andL = &, and 8 million Dashed linesrom above at SNR= 15 dB: OPTA (unrestricted AWGN channel),

training vectors for VQ codes wit#hi = 8 andL = 16; we used purely analog, purely digital LBG-VQ/(= 8 and rate two), LBG-VQ-turbo
500 000 test vectors for the simulations. The training of eaéh= 8 and overall rate two).
HDA system was initialized by using the encoder regions of a

COVQ trained for the corresponding digital channel (see the re- « Three (optimized) HDA-EEAD schemes shown in Figs.
mark concerning step 0) of the algorithm in Section IV-D). In 6-9: HDA-R,EAD, HDA-FsEAD, and HDA-FoEAD
Figs. 6-10, we show performance results in terms of the SDR  trained at an SNR of 0, 5, and 10 dB, respectively. The
forani.i.d. Gaussian source (Figs. 6 and 8) and a Gauss—Markov HDA-F,.EAD schemes employ a quantizer with= 8
source (Figs. 7, 9, and 10) transmitted over an AWGN channel  and a rate of 1 bit/source samgle = 8).
via the following systems. Note that the above HDAsFEAD schemes assumed
a binary-input binary-output channel in the digital part,
since the underlying BPSK-modulated AWGN channel
was assumed to be used with hard-decision demodulation.

6This is the approach we employed, for high values ab obtain the results In Fig. 10, we present HDA-FEAD schemes that exploit
of Section V. Another alternative, perhaps a preferred one, would be to use a ’

more sophisticated technique tailored to solving close-to-singular equation sys- theSOftCha;nnel information in the digi.tal part. To acpf)m-
tems [28]. modate this change, the design algorithm was modified as

SDR [dB] 7
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Fig. 8. i.i.d. Gaussian sourc&olid linesfrom above at SNR= 15 dB:

HDA-F . EAD with “+” equal to (a) 10 dB, (b) 5 dB, (c) 0 dRashed linesrom
above at SNR= 15 dB: OPTA (unrestricted AWGN channel), COVQHAD
with “x” equal to (d) 10 dB, (e) 5 dB, (f) 0 dB. (The COVQs have= 8 and
rate two, with encoder optimized at SNRand with adaptive decoding.)

follows. Assume that the vectd® € RZ is received at the

32 | SpR [dB] e
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Fig. 9. Gauss—Markov sourc&olid linesfrom above at SNR= 15 dB:
HDA-F.EAD with “x” equal to (a) 10 dB, (b) 5 dB, (c) 0 dB>ashed lines
from above at SNR= 15 dB: OPTA, COVQ-EEAD with “x” equal to (d) 10
dB, (e) 5 dB, (f) 0 dB. (The COVQs havé = 8 and rate two, with encoder
optimized at SNR« and with adaptive decoding.)

output of the underlying Gaussian channel of the digital

part as a result of transmittingbits of an index. Soft de-

codingwas applied (cf., [29], [26], [11], [30]) in the sense
thatz(j) andz(j), as defined in (16), are replaced with the

estimator’[X |R = r] andE[z;| R = 7], respectively, in

the decoding of the digital part (see, e.g., [26] for more 4 |
details regarding the implementation of these estimators)
Thus, instead of performing a table lookup decoding basec

on the decoder codevectofs, }, the decoder of the dig-
ital part uses the mapping

y(r)2 (1 - NE[X|R=1]+E 2R =7]

based on the received soft ddta= . This results in an
overall receiver output given by

z=2(r u) =ylr) + fu.

* The basic (unoptimized) HDA-VQ scheme shown in

Figs. 6 and 7. It is designed withi given by (13) and

24 1 SDR [dB] 10 d8
2 5dB
20
0dB
14
12
///
10 —
-
5
4 =
//////
2l =22~ SNR [dB]
= .
-5

10 15

using the LBG algorithm [21] for the digital part with Fig. 10. Gauss-Markov sourc8olid linesfrom above at SNR= 10 dB:

d

(L = 8). (The codebook of the resulting VQ then spec:

8 and source coding rate of 1 bit/source SamppéDA-F*EAD with x = 10, 5, 0 [dB] using soft decoding in the digital part.

Dashed linesfrom above at SNR= 10 dB: OPTA, and HDA-EEAD with
%« = 10, 5, 0 [dB] using hard decoding in the digital part.

ifies both {#;} and {y,}, and the encoder regions are
given by the Voronoi regions of the VQ codebook; cf.,

Section lll.)

» A purely analog system employing an LMMSE decoder

(cf., Section Il above). The performance of this system
shown in Figs. 6 and 7.

» Three purely digital systems: two tandem source-channel
coding systems (LBG-VQ and turbo) and one joint source-

channel coding system (COVQ-EAD). These systems
are described as follows.

LBG-VQ ltis a basic VQ withd = 8 and rate2(L =

16), designed for the noiseless digital channel using

the LBG-VQ algorithm (the same code as also used in
Section Ill). It is shown in Figs. 6 and 7.

LBG-VQ-turbo It consists of an eight-dimensional
LBG-VQ with a rate of 1 bit/source sample, followed
by aratet /2, (n, k) = (2048, 1024) turbo code [23]
with generator$37, 21). (Shown in Figs. 6 and 7; the
same system as in Section 1ll.)

COVQ-R.EAD: It consists of a COVQ withd = 8
and rate2(L 16), with the encoder optimized at
SNR=* and adaptive decoding (as in HDAHEAD). It

is shown in Figs. 8 and 9.

is
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» The optimal performance theoretically attainable, as deinimizes, for each SNR, the end-to-end mean square-error
fined in (7) above (for an unrestricted AWGN channel imlistortion subject to a power constraint in the analog part of
the digital part). the system. The behavior of the system was also analyzed for

various asymptotic conditions on the noise level in the analog

We observe from Figs. 6-10 that the HDA-based syster8d digital parts.
offer a robust and graceful performance over the entire rangel he performance of optimized HDA systems with a fixed
of the SNRs, with the HDA-FEAD systems employing sofgncoder and an adaptive decoder (FEAD) was assessed for a
decoding providing the best performance (see Fig. 10). Mondde range of channel conditions; comparisons were also made
specifically, the HDA-FEAD systems perform very well in the/ith the unoptimized HDA system, a purely analog system, and
vicinity of the SNR at which their encoder was designed; the&farious (tandem and joint source—channel coding) purely dig-
also provide a smooth degradation/improvement as the ti{@l Systems. Optimized HDA-FEAD schemes which exploit the
SNR varies away from the designed SNR. We remark that tg@ft channel information in the digital part were also imple-
optimized HDA-FEAD systems provide substantial improvememed- Simulation results for memoryless Gaussian as well as
ments over the basic HDA-VQ scheme for low to mediurfPauss—Markov sources demonstrated a very robust and graceful
SNRs. For high SNRs, the HDA{FEAD scheme nearly performance of the HDA systems over the entire range of the
matches the performance of the HDA-VQ system (Figs. 6 affannel S_NRS. Significant coding gains were also achieveq over
7). We also note that all HDA-FEAD systems outperform thd1€ unoptimized HDA system and the purely analog and digital
analog (cf., Figs. 6 and 7) for most SNRs. The gains over tR¥Stems.
analog systems are more pronounced for the Gauss—Markoy he system investigated in this paper only works for channel
source; this is expected, since, unlike the HDA schemes, fkansmission rates above one channel use per source sample.
analog system fails to exploit the source memory. Furthermof¥) important topic for further study is to investigate how the
the HDA-FEAD systems provide considerable gains over &yStém can be modified to work at rates below one. One strong
purely digital systems (cf., Figs. 6-9) for most SNRs. We al&gindidate system to study for this purpose is the “dual system”
observe that the use of soft channel information in the desigFesented by Mittal and Phamdo in [12]. Preliminary results in
of the digital part significantly enhances the performance of th@is direction are reported in [31].
HDA-FEAD systems, particularly at low SNRs (see Fig. 10).

Finally, before closing this section, we remark that while the
theory of Sections Il and 1l is general in the sense that most of APPENDIX
the treatment holds for a general set of transition probabilities A
{P(jl)}, and hence any (memoryless) modulation constella-Here we investigate the properties of the maf¥ix I y —vF
tion in the digital part (cf., footnote 2), we have chosen to carff Some more detail. This matrix was defined in connection with
out all simulations for binary modulation. The main reason fd20) and its properties are important, for example, in analyzing
this is again our objective of keeping the system simple and rféader what conditions the equation system (20) has a unique
bust. We also note that increasing the rate in the digital transnélution.
sion (the rate can be increased by choosing a larger modulatiorf he matrixG is defined in terms of the real parameteand
signal set) makes the digital part “more analog” and this is e matrix ¥, with elementg#');;, as given by (21). To begin
sentially not a desired feature of the system, since the purpd¥éh, we note that sincg_;(F) .. = 1, Vk, and sincg F") ;. >
of the analog part is to take care of the residual error, at high" is a column stochastic matrix. Hendehas the real number
SNRs, due to the low rate in the digital part. Hence, with sind- as eigenvalue, and all other eigenvalues have modulus less
plicity and robustness in mind, binary modulation (BPSK) is #han or equal td. To prove this statement, |t be an arbitrary
natural choice since it is a simple modulation format that worl&juare matrix with nonnegative elements, and assumdthas
comparatively well at low SNRs. While both the power and ragigenvalueg\; }. Furthermore, lep(A) = max; |\;|. Then, ac-
allocation problems are interesting in their own rights, we ha@@rding to [32, Corollary 8.1.30], i is an eigenvector o with
chosen not to study them in detail. Optimizing the power and/all elements positiveg > 0, then the corresponding eigenvalue
rate allocation between the digital and analog parts will not sig o(A4). Consequently, letting be a vector with all elements
nificantly change the overall (global) system behavior. Furthegqual tol and noting that is an eigenvector td, with its
more, robustness will be lost since the more parameters (in gresponding eigenvalue being the real numbere know that
transmitter) are tailored to a specific design SNR, the less robuéF” ) = 1. Moreover, since a square matrix and its transpose

will the system be when the true SNR deviates from it. have the same eigenvalues, we also haveth#) = 1, hence
proving the desired result. Thus, knowing that all eigenvalues

of F are less than or equal toin modulus, we get the result
VI. SUMMARY AND CONCLUSION that the eigenvalues of the matiiX are all nonzero as long as
~ < 1 (since the eigenvalues 6 are obtained a$ — ~ times
In this work, a VQ-based HDA joint source—channel codinthe eigenvalues aF’). This proves tha@ is invertible for all
system for AWGN channels was investigated. This HDA < v < 1.
system, which exploits the attributes of both purely analogIn Section IV-C, we studied the case of an arbitrary set of
systems and purely digital joint source—channel coding sysansition probabilities{ P(j|¢)} andy — 1. Assuming that
tems, was optimized via an iterative design algorithm th&®(j|:)} are derived from a binary symmetric channel, as in
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whereD is a diagonal matrix with the elements of the row vector
Consequently, assumirig< ¢ < 1 in the digital part we have [1 b

(In_, — B)~!] on its diagonal, and where we used the

P(j]i) > 0 and hence, using the definition (21), it follows thatfact that the first column o/ is N~'/2e. This result shows, for

(F)1, zPr(I =i|J = B)Pr(J = j|I =)

min{ P(j]i)} zPr(I =i|J =k)
InZlIl{P(J|L)} >0

for all j andk. Hence, whed P(j|¢)} are derived from a BSC
with positive crossover probabilitythe matrixF' is strictly pos-
itive. This means that by Perron’s theorem [32, p. 5BOhas
aunigueeigenvalue of maximum modulus, and sirf€es sto-

1
chastic we know that this eigenvalue is the real nunibdihat W
is, F' hasoneeigenvalue equal tb andall other eigenvalues of 2
F are less that in modulus. Now we return to the system (22),
and study it under the assumptifij|¢) > 0. Taking transpose  [3]
of both sides in (22), we get )

Iy —vFOYT = (1 - X"
(5]

In calculating a Schur decomposition Bf (cf., [32, Theorem
2.3.1]) we getF” = UTU" (where[]¥ denotes the Hermi-
tian transpose, defined &7 = (T)* with T being the com-  [©
ponent-wise complex conjugate BY) wherelU is unitary (i.e., 7
UUY = Iy)andwherdis an upper triangular matrix with the

eigenvalues of™? on its diagonal. The decomposition can al- 8]
ways be chosen such that the unique largest eigenvalue (in moJ-

ulus), the numbet, appears in the uppermost left positiorfiZgf (9]
and with the corresponding (normalized) eigenvector'/2e
(wheree is the all-one vector of siz&/) in the first column of  [10]
U. Then, usingf? = UTU" we get (for allo < v < 1)
vy =U [(1 Uy - fyT)_l} vix'. e M
Now, in partitioningZ” according to [12]
o 5]
“lo B [13]
whereb is a column vector) is the all-zero column vector of [14]
size N — 1, andB is an upper triangular matrix with thl —
1 remaining eigenvalues dF’ on its diagonal, we get (still
assuming) < v < 1) [15]
_ 1 b (Ivoa—yB)” 16
(1 =) Iy —T) 1=[ L el
0 (1 — ’y) (IN—l — ’yB)
(28) 7]

(this result can easily be verified). Here we note that siBce

is an upper triangular matrix with all diagonal entries less tharhs]
1 (in modulus), the inversél 1 — vB)~! exists for all0 <

~ < 1 (i.e., includingy = 1). Hence, studying (28) we see that
asy — 1 the solution forY” in (27) has a well-defined limit,

namely [19]

1 b (Iy_1—B)"
0 007
:N_I/QeeTDUHf(T

Yy’ U vix® [20]

example, that ags — 1 the matrixY” approaches a matrix with
all columnsy; equal to the single vectay, = N—1/2XUDe.
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