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Abstract

In [5], Csiszár established the concept of forward $\beta$-cutoff rate for the error exponent hypothesis testing problem based on independent and identically distributed (i.i.d.) observations. Given $\beta < 0$, he defined the forward $\beta$-cutoff rate as the number $R_0 \geq 0$ that provides the best possible lower bound in the form $\beta(E - R_0)$ to the type 1 error exponent function for hypothesis testing where $0 < E < R_0$ is the rate of exponential convergence to 0 of the type 2 error probability. He then demonstrated that the forward $\beta$-cutoff rate is given by $D_{1/(1-\beta)}(X\|\bar{X})$, where $D_{\alpha}(X\|\bar{X})$ denotes the $\alpha$-divergence [15], $\alpha > 0$, $\alpha \neq 1$. Similarly, for $\beta > 0$, Csiszár also established the concept of reverse $\beta$-cutoff rate for the correct exponent hypothesis testing problem.

In this work, we extend Csiszár’s results by investigating the forward and reverse $\beta$-cutoff rates for the hypothesis testing between two arbitrary sources with memory. We demonstrate that the liminf $\alpha$-divergence rate provides the expression for the forward $\beta$-cutoff rate. Under two conditions on the large deviation spectrum, $\rho(R)$, we show that the reverse $\beta$-cutoff rate is given by the $\alpha$-divergence rate, where $\alpha = \frac{1}{1-\beta}$ and $0 < \beta < \beta_{\text{max}}$, where $\beta_{\text{max}}$ is the largest $\beta < 1$ for which the limsup $\frac{1}{1-\beta}$-divergence rate is finite. In particular, we examine i.i.d. observations and sources that satisfy the hypotheses of the Gärtner-Ellis Theorem. Unlike [3] where the alphabet for the source coding cutoff rate problem was assumed to be finite, we assume arbitrary (countable or continuous) source alphabet. We also provide several numerical examples to illustrate our forward and reverse $\beta$-cutoff rates results.
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1 Introduction

In [5], Csiszár established the concept of forward $\beta$-cutoff rate for the hypothesis testing problem based on independent and identically distributed (i.i.d.) observations. Given $\beta < 0$, he defined the forward $\beta$-cutoff rate as the number $R_0 \geq 0$ that provides the best possible lower bound in the form $\beta(E - R_0)$ to the type 1 error exponent function for hypothesis testing where $0 < E < R_0$ is the rate of exponential convergence to 0 of the type 2 error probability. He then demonstrated that the forward $\beta$-cutoff rate is given by $D_{1/(1-\beta)}(X \| \bar{X})$, where $D_{\alpha}(X \| \bar{X})$ denotes the $\alpha$-divergence, $\alpha > 0$, $\alpha \neq 1$. Similarly, Csiszár also established the concept of reverse $\beta$-cutoff rate for the hypothesis testing problem based on i.i.d. observations. Given $\beta > 0$, he defines the reverse $\beta$-cutoff rate as the number $R_0 \geq 0$ that provides the best possible lower bound in the form $\beta(E - R_0)$ to the type 1 correct exponent (or reliability) function for hypothesis testing where $0 < R_0 < E$ is the rate of exponential convergence to 0 of the type 2 error probability. He then demonstrated that the reverse $\beta$-cutoff rate is given by $D_{1/(1-\beta)}(X \| \bar{X})$. These results provide a new operational significance for the $\alpha$-divergence.

The error exponent for the binary hypothesis testing problem has been thoroughly studied for finite state i.i.d. sources and Markov sources. The results for i.i.d. sources can be found in [6], [9], [10], and for irreducible Markov sources in [1], [12]. The error exponent for testing between ergodic Markov sources with continuous state-space under certain additional restrictions was established in [11]. In its full generality, i.e., for arbitrary sources (not necessarily stationary, ergodic, etc.), the error exponent was studied in [4], [7], [8].

In the sequel, we extend Csiszár’s results by investigating the forward and reverse $\beta$-cutoff rates for the hypothesis testing between two arbitrary sources with memory. We demonstrate that the liminf $\alpha$-divergence rate provides the expression for the forward $\beta$-cutoff rate. Our proof relies in part on the formulas established in [7], and extensions of the techniques used in [3] that generalize Csiszár’s source coding cutoff rate results for arbitrary discrete sources with memory. Unlike [3] where the source alphabet was assumed to be finite, we assume arbitrary (countable or continuous) source alphabet. The techniques used in our proof are a mixture of the techniques used in deriving the forward and reverse $\beta$-cutoff rates for source coding [3]. However, some new techniques are also needed to obtain our result.

We also investigate the reverse $\beta$-cutoff rate problem for arbitrary sources with memory. We show that if the log-likelihood ratio large deviation spectrum, $\rho(R)$, is convex and if there
exists an $R \in \mathbb{R}$ such that $\rho(R) + R = 0$, then the $\alpha$-divergence rate with $\alpha = \frac{1}{1-\beta}$ provides the expression for the reverse $\beta$-cutoff rate for $0 < \beta < \beta_{\text{max}}$, where $\beta_{\text{max}}$ is the largest $\beta < 1$ for which the $\limsup \frac{1}{1-\beta}$-divergence rate is finite. For $1 > \beta \geq \beta_{\text{max}}$, we only provide an upper bound to the reverse $\beta$-cutoff rate. However, our result does reduce to Csiszár’s result for finite-alphabet i.i.d. observations for $0 < \beta < 1$. We also examine sources with memory (countable or continuous alphabet) which satisfy the Gärtner-Ellis Theorem. We show that in this case, the above conditions on $\rho(R)$ are satisfied and that the reverse $\beta$-cutoff rate is given by the $\frac{1}{1-\beta}$-divergence rate.

The rest of the paper is organized as follows. In Section 2, we briefly recall previous results by Han [7] on the general expression for the Neyman-Pearson type 2 error subject to an exponential bound on the type 1 error. In Section 3, we establish the formula for the forward $\beta$-cutoff rate and illustrate it numerically in Section 4. In Section 5, we recall the general expression for the reliability function of the type 2 probability of correct decoding [7] and formulate the reverse $\beta$-cutoff rate problem by carefully examining the inconsistency of definitions in [5] and [7]. In Section 6, we investigate the reverse $\beta$-cutoff rate and illustrate it numerically. Finally, in Section 7, we conclude with a summary along with several directions for future work.

## 2 Hypothesis Testing Error Exponent

Let us first define the general source as an infinite sequence

$$X = \{X^n\}_{n=1}^{\infty} \triangleq \left\{ X^n = \left( X_1^{(n)}, \ldots, X_n^{(n)} \right) \right\}_{n=1}^{\infty}$$

of $n$-dimensional random variables $X^n$ where each component random variable $X_i^{(n)}$ ($1 \leq i \leq n$) takes values in an arbitrary (countable or continuous) set $\mathcal{X}$ that we call the source alphabet. Given two arbitrary sources $\mathcal{X} = \{ X^n \}_{n=1}^{\infty}$ and $\tilde{\mathcal{X}} = \{ \tilde{X}^n \}_{n=1}^{\infty}$ taking values in the same source alphabet $\{ X^n \}_{n=1}^{\infty}$, we may define the general hypothesis testing problem with $\mathcal{X} = \{ X^n \}_{n=1}^{\infty}$ as the null hypothesis and $\tilde{\mathcal{X}} = \{ \tilde{X}^n \}_{n=1}^{\infty}$ as the alternative hypothesis.

Let $\mathcal{A}_n$ be any subset of $\mathcal{X}^n$, $n = 1, 2, \ldots$ that we call the acceptance region of the hypothesis testing, and define

$$\mu_n \triangleq Pr\{ X^n \notin \mathcal{A}_n \} \quad \text{and} \quad \lambda_n \triangleq Pr\{ \tilde{X}^n \in \mathcal{A}_n \}$$

where $\mu_n, \lambda_n$ are called type 1 error probability and type 2 error probability, respectively.
Definition 1 [5] Fix $E > 0$. A rate $r$ is called $E$-achievable if there exists a sequence of acceptance regions $\mathcal{A}_n$ such that

$$\liminf_{n \to \infty} \frac{1}{n} \log \mu_n \geq r \quad \text{and} \quad \liminf_{n \to \infty} \frac{1}{n} \log \lambda_n \geq E.$$ 

Definition 2 The supremum of all $E$-achievable rates is denoted by $D_e(E|X\|\bar{X})$:

$$D_e(E|X\|\bar{X}) \triangleq \sup \{ r > 0 : r \text{ is } E\text{-achievable} \},$$

and $D_e(E|X\|\bar{X}) = 0$ if the above set is empty (which is a degenerate uninteresting case). The dual of the function $D_e(E|X\|\bar{X})$ is defined as:

$$B_e(r|X\|\bar{X}) \triangleq \sup \{ E > 0 : E \text{ is } r\text{-achievable} \},$$

and $B_e(r|X\|\bar{X}) = 0$ if the above set is empty.

Proposition 1 [7] Fix $r > 0$. For the general hypothesis testing problem, we have that

$$B_e(r|X\|\bar{X}) = \inf_{R \in \mathbb{R}} \{ R + \eta(R) : \eta(R) < r \},$$

where

$$\eta(R) \triangleq \liminf_{n \to \infty} \frac{1}{n} \log P_r \left\{ \frac{1}{n} \log \frac{P_{X^n}(X^n)}{P_{\bar{X}^n}(X^n)} \leq R \right\},$$

is the large deviation spectrum of the normalized log-likelihood ratio.

For the sake of simplicity, we assume throughout that the source alphabet is countable. However, we will point out the necessary modifications in the proofs for the case of a continuous alphabet. The above proposition is the main tool for our key lemma in the following section.

---

1If the source alphabet $\mathcal{X}$ is continuous, then $P_{X^n}(X^n)$ plays the role of the density function $f_{X^n}(X^n)$.
3 Forward $\beta$-Cutoff Rate Between Arbitrary Hypotheses

**Definition 3** [5] Fix $\beta < 0$. $R_0 \geq 0$ is a forward $\beta$-achievable rate for the general hypothesis testing problem if

$$D_e(E|X||\tilde{X}) \geq \beta(E - R_0)$$

for every $E > 0$, or equivalently,

$$B_e(r|X||\tilde{X}) \geq R_0 + \frac{r}{\beta},$$

for every $r > 0$. The forward $\beta$-cutoff rate is defined as the supremum of all forward $\beta$-achievable rates, and is denoted by $R^{(f)}_0(\beta|X||\tilde{X})$.

Note that in the degenerate case where $D_e(E|X||\tilde{X})$ is identically 0, we have that $R^{(f)}_0(\beta|X||\tilde{X}) = 0$. We herein assume that $D_e(E|X||\tilde{X})$ is not 0 for all values of $E$. A graphical illustration of the forward $\beta$-cutoff rate, $R^{(f)}_0(\beta|X||\tilde{X})$, for testing between two arbitrary sources $X$ and $\tilde{X}$ is given in Figure 1.

Before stating our main result, we first observe in the next lemma that the forward $\beta$-cutoff rate $R^{(f)}_0(\beta|X||\tilde{X})$ is indeed the $R$-axis intercept of a support line of slope $\frac{\beta}{1-\beta}$ to the large deviation spectrum $\eta(R)$.

**Lemma 1** Fix $\beta < 0$. The following conditions are equivalent.

$$(\forall R \in \mathbb{R}) \quad \eta(R) \geq \frac{\beta}{\beta - 1}(R_0 - R) \quad (1)$$

and

$$(\forall r > 0) \quad B_e(r|X||\tilde{X}) \geq R_0 + \frac{r}{\beta}. \quad (2)$$

**Proof:**

a) $(1) \Rightarrow (2)$. For any $r > 0$, we obtain by Proposition 1 that

$$(\forall \delta > 0)(\exists R_\delta \text{ with } \eta(R_\delta) < r) \quad B_e(r|X||\tilde{X}) + \delta \geq R_\delta + \eta(R_\delta).$$
Therefore

\[
B_e(r | \mathbf{X} \parallel \tilde{\mathbf{X}}) \geq R_\delta + \eta(R_\delta) - \delta \\
\geq R_\delta - \delta + \frac{\beta}{\beta - 1} (R_0 - R_\delta) \\
= -\delta + \frac{\beta}{\beta - 1} R_0 - \frac{R_\delta}{\beta - 1} \\
\geq -\delta + \frac{\beta}{\beta - 1} R_0 - \frac{R_0}{\beta - 1} + \frac{r}{\beta} \\
= \frac{r}{\beta} + R_0 - \delta,
\]

where (3) follows from (1), and (4) holds because

\[r > \eta(R_\delta) \geq \frac{\beta}{\beta - 1} (R_0 - R_\delta).\]

Since \(\delta\) can be made arbitrarily small, the proof of the forward part is completed.

b) (2) \(\Rightarrow\) (1). Inequality (1) holds trivially for those \(R\) satisfying \(\eta(R) = \infty\). For any \(R \in \mathbb{R}\) with \(\eta(R) < \infty\), let \(r_\delta \triangleq \eta(R) + \delta\) for some \(\delta > 0\). Then (by Proposition 1)

\[
B_e(r_\delta | \mathbf{X} \parallel \tilde{\mathbf{X}}) \leq R + \eta(R).
\]

Therefore

\[
\eta(R) \geq B_e(r_\delta | \mathbf{X} \parallel \tilde{\mathbf{X}}) - R \\
\geq R_0 + \frac{r_\delta}{\beta} - R \\
= R_0 + \frac{\eta(R)}{\beta} + \frac{\delta}{\beta} - R,
\]

where (6) follows by (2). Thus,

\[
\eta(R) \geq \frac{\beta}{\beta - 1} (R_0 - R) + \frac{\delta}{\beta - 1}.
\]

Since \(\delta\) can be made arbitrarily small, the proof of the converse part is completed.

\[\square\]
**Theorem 1 (Forward $\beta$-cutoff rate formula).** Fix $\beta < 0$. For the general hypothesis testing problem,

$$R^{(f)}_\beta(X|\bar{X}) = \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}(X^n||\bar{X}^n),$$

where

$$D_\alpha(X^n||\bar{X}^n) \triangleq \frac{1}{\alpha - 1} \log \left( \sum_{x^n \in A^n} [P_{X^n}(x^n)]^\alpha [P_{\bar{X}^n}(x^n)]^{1-\alpha} \right)$$

is the $n$-dimensional $\alpha$-divergence.\(^2\)

**Proof:** Note that $\eta(R) > 0$ for some\(^3\) $R \in \mathbb{R}$.

1. **Forward part:** $R^{(f)}_\beta(X|\bar{X}) \geq \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}(X^n||\bar{X}^n)$.

By the equivalence of conditions (1) and (2), it suffices to show that

$$(\forall R \in \mathbb{R}) \eta(R) \geq \frac{\beta}{\beta - 1} \left( \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}(X^n||\bar{X}^n) - R \right).$$

Indeed, we have the following.

$$P_R \left\{ \frac{1}{n} \log \frac{P_{X^n}(X^n)}{P_{\bar{X}^n}(X^n)} \leq R \right\} = P_R \left\{ e^{-t \log \frac{P_{X^n}(X^n)}{P_{\bar{X}^n}(X^n)}} \geq e^{-ntR} \right\}, \text{ for } t > 0$$

$$\leq e^{ntR} \left( \sum_{x^n \in A^n} [P_{X^n}(x^n)]^{1-t}[P_{\bar{X}^n}(x^n)]^t \right)$$

$$\leq \exp \left\{ -nt \left( \frac{1}{n} D_{1-t}(X^n||\bar{X}^n) - R \right) \right\},$$

for $0 < t < 1$, where (7) follows by Markov’s inequality. Therefore

$$\eta(R) \geq t \left( \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n||\bar{X}^n) - R \right)$$

$$= \frac{\beta}{\beta - 1} \left( \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}(X^n||\bar{X}^n) - R \right), \text{ for } \beta = \frac{t}{t - 1} < 0.$$

\(^2\)If the source alphabet is continuous, i.e., it admits a density $f_{X^n}(\cdot)$, then the $n$-dimensional $\alpha$-divergence is given by

$$D_\alpha(X^n||\bar{X}^n) \triangleq \frac{1}{\alpha - 1} \log \left( \int [f_{X^n}(x^n)]^\alpha [f_{\bar{X}^n}(x^n)]^{1-\alpha} \, dx^n \right).$$

\(^3\)If $\eta(R) = 0$ for all $R \in \mathbb{R}$, then

$$B_\epsilon(r|X||\bar{X}) = \inf_{R \in \mathbb{R}} \{ R + \eta(R)|\eta(R) < r \} = \inf_{R \in \mathbb{R}} \{ R \} = -\infty,$$

contradicting that $B_\epsilon(r|X||\bar{X})$ is, by definition, an exponent and should be always non-negative.
2. Converse part: $R_{f}^{(f)}(\beta | X \parallel \bar{X}) \leq \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}^{(\beta)}(X^n \parallel \bar{X}^n)$.

The converse holds trivially if $\liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}^{(\beta)}(X^n \parallel \bar{X}^n)$ is infinite. Hence we can assume that $\liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}^{(\beta)}(X^n \parallel \bar{X}^n) < K$, where $K$ is some constant. By the equivalence of conditions (1) and (2), it suffices to show that for any $\delta > 0$ arbitrarily small, there exists $\bar{R} = R(\delta) \in \mathbb{R}$ such that

$$\eta(\bar{R}) \leq \frac{\beta}{\beta - 1} \left( 3\delta + \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}^{(\beta)}(X^n \parallel \bar{X}^n) - R \right).$$

Consider the twisted distribution defined as:

$$P_{X^n}^{(t)}(x^n) \triangleq \frac{[P_{X^n}(x^n)]^{t} [P_{X^n}(x^n)]^{1-t}}{\sum_{\hat{x} \in X^n} [P_{X^n}(\hat{x}^n)]^{t} [P_{X^n}(\hat{x}^n)]^{1-t}} = \exp \left\{ t \left[ \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} + D_{1-t}(X^n \parallel \bar{X}^n) \right] \right\} P_{X^n}(x^n),$$

where $t = \beta/(\beta - 1)$. Note that $0 < t < 1$. Let $\mathcal{N}$ be a set of positive integers such that

$$\lim_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1/(1-\beta)}^{(\beta)}(X^n \parallel \bar{X}^n) = \liminf_{n \to \infty} \frac{1}{n} D_{1/(1-\beta)}^{(\beta)}(X^n \parallel \bar{X}^n),$$

and define

$$\tau \triangleq \sup \{ R \in \mathbb{R} : \eta^{(t)}(R) > 0 \},$$

where

$$\eta^{(t)}(R) \triangleq \liminf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\},$$

is the twisted large deviation spectrum of the normalized log-likelihood ratio with parameter $t$, and $\tau$ satisfies (cf. Lemmas 5 and 6 in Appendix A) that

$$-\infty < \tau \leq \lim_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-\tau}(X^n \parallel \bar{X}^n) = \liminf_{n \to \infty} \frac{1}{n} D_{1-\tau}(X^n \parallel \bar{X}^n) < K.$$

We then note by definition of $\eta^{(t)}(\cdot)$ and the finiteness property of $\tau$ that for any $\delta > 0$, there exists $\varepsilon > 0$ such that:

$$\eta^{(t)}(\tau - \delta) = \liminf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \leq \tau - \delta \right\} > \varepsilon > 0.$$

As a result,

$$P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} > \tau - \delta \right\} \geq 1 - e^{-n\varepsilon} \text{ for } n \in \mathcal{N} \text{ sufficiently large.}$$
On the other hand, define
\[
\bar{\eta}^{(t)}(R) \triangleq \liminf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} \geq R \right\}
\]
and
\[
\bar{\sigma} \triangleq \inf \{ R \in \mathbb{R} : \bar{\eta}^{(t)}(R) > 0 \}.
\]
Then by noting that
\[
\log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} = D_{1-t}(X^n \| \tilde{X}^n) - \frac{1}{t} \log \frac{P^{(t)}_{X^n}(x^n)}{P_{X^n}(x^n)}
\]
we have:
\[
\bar{\eta}^{(t)}(R) = \sigma \left( -tR + \frac{t}{n} D_{1-t}(X^n \| \tilde{X}^n) \right)
\]
and
\[
\bar{\sigma} = \frac{1}{t} \sup \{ R \in \mathbb{R} : \sigma (R) > 0 \} + \frac{1}{n} D_{1-t}(X^n \| \tilde{X}^n)
\]
\[
\leq \frac{1}{n} D_{1-t}(X^n \| \tilde{X}^n)
\]
\[
< K \quad \text{for } n \in \mathcal{N} \text{ sufficiently large,}
\]
where
\[
\sigma(R) \triangleq \liminf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} \leq R \right\},
\]
(10) follows from Lemma 7 in Appendix A, and (11) holds by definition of $K$. This indicates the existence of $\bar{\varepsilon} > 0$ such that $\bar{\eta}^{(t)}(K) > \bar{\varepsilon}$, which immediately gives that for $n \in \mathcal{N}$ sufficiently large,
\[
P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} \geq K \right\} \leq e^{-n\bar{\varepsilon}}.
\]
Therefore, for $n \in \mathcal{N}$ sufficiently large,
\[
P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : K > \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} > \tau - \delta \right\}
\]
\[
= P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} > \tau - \delta \right\}
\]
\[
- P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\tilde{X}^n}(x^n)} \geq K \right\}
\]
\[
\geq 1 - e^{-n\bar{\varepsilon}} - e^{-n\bar{\varepsilon}}.
\]
Let \( I_1 \equiv (\tau - \delta, b_1) \), and

\[
I_k \equiv [b_{k-1}, b_k) \quad \text{for} \quad 2 \leq k \leq L \equiv \left[ \frac{K - \tau + \delta}{2\delta} \right],
\]

where \( b_k \equiv (\tau - \delta) + 2k\delta \) for \( 1 \leq k < L \), and \( b_L \equiv K \). By (12), there exists \( 1 \leq k(n) \leq L \) such that

\[
P_{X^n}^{(t)} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)_{I_k(n)}}{P_{X^n}(x^n)_{I_k(n)}} \leq R_1 \right\} \geq P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)_{I_k(n)}}{P_{X^n}(x^n)_{I_k(n)}} \leq R_1 \right\}.
\]

However, for sufficiently large \( n \in \mathcal{N} \), we have that

\[
P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)_{I_k(n)}}{P_{X^n}(x^n)_{I_k(n)}} \leq R_1 \right\} = \sum_{x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)_{I_k(n)}}{P_{X^n}(x^n)_{I_k(n)}} \leq R_1} P_{X^n}(x^n)
\]

(14)

\[
\geq e^{-nt(\frac{-b_{k(n)}}{n} + \frac{1}{n}D_{1-\epsilon}(X^n || \tilde{X}^n))} \sum_{x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)_{I_k(n)}}{P_{X^n}(x^n)_{I_k(n)}} \leq R_1} P_{X^n}(x^n)
\]

(15)

where (14) follows from (8), and (15) follows from (13). Consequently
\[
\eta(R_1) = \lim \inf_{n \to \infty} \frac{1}{n} \log P_{X^n} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\hat{X}^n}(x^n)} \leq R_1 \right\}
\]
\[
\leq \lim \inf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log P_{X^n} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\hat{X}^n}(x^n)} \leq R_1 \right\}
\]
\[
\leq t \left( - \lim \sup_{n \in \mathcal{N}, n \to \infty} b_{k(n)-1} + \lim \inf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n||\hat{X}^n) \right)
\]
\[
\leq t \left( - \lim \sup_{n \in \mathcal{N}, n \to \infty} b_{k(n)} + 2\delta + \lim \inf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n||\hat{X}^n) \right)
\]
\[
= t \left( 3\delta + \lim \inf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n||\hat{X}^n) - R_1 \right).
\]

Since \( \delta \) can be made arbitrarily small, the proof is completed.

\[\square\]

Observations:

**A.** While the proof of the forward part is straightforward, the proof of the converse part is considerably more complex. The objective of the converse part is to demonstrate that if \( \lim \inf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n||\hat{X}^n) \) is slightly shifted to the right (by a factor of \( 3\delta \)), then there exists a coordinate \( R \) such that a straight line of slope \( \beta/(1 - \beta) \) given by
\[
y = \frac{\beta}{\beta - 1} \left( 3\delta + \lim \inf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n||\hat{X}^n) - R \right)
\]
lies above the curve of \( \eta(R) \) at \( R = R_1 \), thus violating its status of support line for \( \eta(R) \).

This proof is established by observing that the desired coordinate \( R \) lies in a small neighborhood of \( \tau \), where \( \tau \) is the smallest point for which \( \eta^{(t)}(R) \) vanishes. A key point is to choose the twisted parameter \( t \) to be equal to \( \beta/(\beta - 1) \) which is the negative slope of the support line to \( \eta(R) \). We graphically illustrate this observation (based on a true example involving binary memoryless sources) in Figure 2. The computational details are described in Example 1 (cf. Section 4).

**B.** Note also that the proof holds if the alphabet is countable or continuous as opposed to the source coding forward and reverse \( \beta \)-cutoff rates results [3] where the finiteness property of the alphabet is necessary. The modifications in the proof for the continuous case are clear. Simply, replace the probability mass function by the probability density function and the summation by integration. We graphically illustrate this observation (based on a true example involving
memoryless Gaussian sources) in Figure 3. The computational details are described in Example 2 (cf. Section 4).

C. The proof of the hypothesis testing forward \( \beta \)-cutoff rate is more involved than the proof of the source coding forward \( \beta \)-cutoff rate result given in [3]. The main difficulty arises from the formula in Proposition 1 where the infimum for \( R \) is taken over the entire real line contrary to Proposition 1 in [3] for source coding where \( R \) ranges from 0 to \( \infty \). This requires us to deal separately with the degenerate case \( \tau = -\infty \) (cf. Lemma 6 in Appendix A). Also, the technique used to prove the forward \( \beta \)-cutoff rate for hypothesis testing relies on the proofs of both the source coding forward and reverse \( \beta \)-cutoff rates, but in major parts though similar to the reverse source coding \( \beta \)-cutoff rate.

D. If the sources \( X \) and \( \tilde{X} \) are arbitrary (not necessarily stationary, irreducible) time-invariant finite-alphabet Markov sources of arbitrary order, then we know that the \( \alpha \)-divergence rate exists and can be computed [13], [14]. Thus in this case, the forward \( \beta \)-cutoff rate for testing between Markov sources can be obtained. Also, from the definition of \( D_\epsilon(E|X||\tilde{X}) \), it follows directly that for all \( E > 0 \),

\[
D_\epsilon(E|X||\tilde{X}) \geq \sup_{\beta < 0} \left[ \beta (E - R^{(E)}_0 (\beta |X||\tilde{X})) \right].
\]

Note that this convex lower bound is computable for the entire class of Markov sources, while \( D_\epsilon(E|X||\tilde{X}) \) is not necessarily computable in general (it is computable for irreducible Markov sources [1], [12], see Figure 4). We graphically illustrate this observation for testing between irreducible Markov sources in Figure 4 and arbitrary Markov sources (not necessarily stationary, irreducible) in Figure 5. The computational details are described in Examples 3 and 4 (cf. Section 4).

4 Numerical Examples for the Forward \( \beta \)-cutoff rate

Throughout this section, the natural logarithm is used.

Example 1 Finite-alphabet memoryless sources: Consider the binary hypothesis testing between two memoryless sources \( X = \{X_i\}_{i=1}^\infty \) and \( \tilde{X} = \{\tilde{X}_i\}_{i=1}^\infty \) under the distributions \((1/2, 1/2)\) and \((1/4, 3/4)\) respectively. Then the log-likelihood ratio \( Z = \log \frac{P_X(X)}{P_{\tilde{X}}(X)} \) has the following dis-
distribution:

\[ Pr\{Z = \log(2)\} = 1 - Pr\{Z = \log(2/3)\} = 1/2. \]

By Cramer’s theorem [2, p. 9], we get that

\[
\eta(R) = \begin{cases} 
\infty, & R < -\log(3/2) \\
\log(2), & R = -\log(3/2) \\
\frac{\log(\log(3/2) + R) - \log(\log(3) - R)}{\log(3)} - \log(2) - \log(3)), & \log(3/2) < R < E[Z] = \log(2) - \log(3)/2 \\
0, & \text{otherwise},
\end{cases}
\]

where \( E[Z] \) denotes the expectation of the random variable \( Z \). Let \( R' \) be the rate at which the line of slope \( \beta/(1 - \beta) \) is tangent to \( \eta(R) \). By straightforward calculations, we get that

\[ R' = \log 2 - \frac{\log 3}{1 + 3^{1-\beta}}, \]

and that the forward \( \beta \)-cutoff rate, \( R_{\beta}^{(f)}(\beta|X||\bar{X}) \), which is the \( R \)-axis intercept of the tangent line of slope \( \beta/(1 - \beta) \) to \( \eta(R) \), is given by

\[ R_{\beta}^{(f)}(\beta|X||\bar{X}) = \frac{2\beta - 1}{\beta} \log 2 - \frac{\beta - 1}{\beta} \log \left(1 + 3^{\frac{\beta}{1-\beta}}\right) - \log 3. \]

On the other hand, the \( \alpha \)-divergence between \( X \) under \( \bar{X} \) is given by

\[ D_{\alpha}(X||\bar{X}) = \frac{1}{\alpha - 1} (\log 2 + \log(1 + 3^{1-\alpha})), \]

which yields

\[ D_{\frac{1}{1-\beta}}(X||\bar{X}) = \frac{2\beta - 1}{\beta} \log 2 - \frac{\beta - 1}{\beta} \log \left(1 + 3^{\frac{\beta}{1-\beta}}\right) - \log 3. \]

Note that the forward \( \beta \)-cutoff rate, \( R_{\beta}^{(f)}(\beta|X||\bar{X}) \), and the lim inf \( \alpha \)-divergence rate (which is equal to the \( \alpha \)-divergence since the sources are DMS) of order \( \alpha = 1/(1 - \beta) \) are equal as expected from Theorem 1. Let us now derive \( \tau \) in order to check that \( \tau = R' \). First, we need to compute \( \eta^{(t)}(R) \). The set \( \mathcal{N} \) is equal to the set of natural numbers in this case. Note that the distribution of the random variable \( Z^{(t)} \) under the twisted distribution with parameter \( 0 < t < 1 \) is given by

\[ P^{(t)}\{Z = \log 2\} = 1/(1 + 3^t) \quad \text{and} \quad P^{(t)}\{Z = \log(2/3)\} = 3^t/(1 + 3^t). \]
By Cramer’s Theorem [2, p. 9], we get that

\[
\eta(t)(R) = \begin{cases} 
\infty, & R < -\log(3/2) \\
\log(1 + 3^t), & R = -\log(3/2) \\
t(R - \log 2) + \frac{\log(\log(3/2) + R) - \log(\log(2) - R)}{\log(3)} R \\
+ \frac{\log(3/2)}{\log(3)} \log(\log(3/2) + R) \\
+ \frac{\log(2)}{\log(3)} \log(\log(2) - R) \\
+ \log(1 + 3^t) - \log(\log(3)), & -\log(3/2) < R < E[Z(t)] = \frac{\log^2 2}{1+3^t} + \log(2/3) \frac{3^t}{1+3^t} \\
0, & \text{otherwise},
\end{cases}
\]

where \(E[Z(t)]\) denotes the expectation of the random variable \(Z(t)\). Therefore

\[
\tau = \frac{\log 2}{1+3^t} + \log(2/3) \frac{3^t}{1+3^t}.
\]

It is easy to check that indeed we have \(\tau = R'\) when the twisted parameter \(t\) is chosen to be \(\beta/(\beta - 1)\). This example is illustrated in Figure 2 for \(\beta = -7\).

**Example 2** Continuous alphabet memoryless sources: Consider the hypothesis testing problem between two memoryless sources \(X = \{X_i\}_{i=1}^{\infty}\) and \(\bar{X} = \{\bar{X}_i\}_{i=1}^{\infty}\) under the Gaussian distributions \(N(\nu, 1)\) and \(N(-\nu, 1)\) respectively, where \(N(a, b)\) represents a Gaussian distribution with mean \(a\) and variance \(b\). It is easy to check that the log-likelihood ratio \(Z = \log \frac{f_X(X)}{f_{\bar{X}}(X)}\) is Gaussian distributed with mean \(2\nu^2\) and variance \(4\nu^2\), which gives that the moment generating function of \(Z\) is \(E[e^{\theta Z}] = e^{2\nu^2\theta + 2\nu^2\theta^2}\). By Cramer’s Theorem, we get that

\[
\eta(R) = \begin{cases} 
\frac{1}{8\sigma^2}(R - 2\nu^2)^2, & R < 2\nu^2 \\
0, & \text{otherwise}.
\end{cases}
\]

Let \(R'\) be the rate at which the line of slope \(\beta/(1 - \beta)\) is tangent to \(\eta(R)\). We have that

\[
R' = 2\nu^2 \frac{1 + \beta}{1 - \beta}.
\]

Thus, the forward \(\beta\)-cutoff rate, \(R_0^{(f)}(\beta|X||\bar{X})\), which is the \(R\)-axis intercept of the tangent line of slope \(\beta/(1 - \beta)\) to \(\eta(R)\), is given by

\[
R_0^{(f)}(\beta|X||\bar{X}) = 2\nu^2 \frac{1}{1 - \beta}.
\]
On the other hand, the $\alpha$-divergence between $X$ under $\bar{X}$ is given by $D_{\alpha}(X\|\bar{X}) = 2\nu^2\alpha$, which yields

$$D_{\frac{1}{1+\alpha}}(X\|\bar{X}) = 2\nu^2\frac{1}{1 - \beta}.$$ 

Note that the forward $\beta$-cutoff rate, $R_{\beta}^{(f)}(\beta|X\|\bar{X})$, and the lim inf $\alpha$-divergence rate (which is equal to the $\alpha$-divergence since the sources are DMS) of order $\alpha = 1/(1 - \beta)$ are equal as expected from Theorem 1.

Now, let us compute $\eta^{(i)}(R)$. The set $\mathcal{N}$ in this case is equal to the set of natural numbers. For some normalization constant $C$,

$$P^{(i)}_{X^n}(x^n) = C \cdot \exp \left\{ -\frac{1}{2} \sum_{i=1}^{n} (x_i + \nu)^2 \right\} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{n} (x_i - \nu)^2 \right\} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{n} [t(x_i + \nu)^2 + (1 - t)(x_i - \nu)^2] \right\}$$

which is a Gaussian distribution with mean $(1 - 2t)\nu$ and unit variance. Similarly, by invoking Cramer’s Theorem, we get that,

$$\eta^{(i)}(R) = \begin{cases} \frac{1}{\text{var}}(R + (2t - 1)2\nu^2), & R < (1 - 2t)2\nu^2 \\ 0, & \text{otherwise} \end{cases}$$

Hence, $\tau = (1 - 2t)2\nu^2$. It is straightforward to check that $\tau = R'$ when the twisted parameter $t$ is chosen to be $\beta/(\beta - 1)$. This example is depicted in Figure 3 for $\beta = -0.5$.

**Example 3** *Irreducible finite-alphabet Markov sources*: Suppose that $X$ and $\bar{X}$ are two irreducible Markov sources with arbitrary initial distributions and probability transition matrices $P$ and $Q$ defined as follows:

$$P = \begin{pmatrix} 1/3 & 2/3 \\ 1/4 & 3/4 \end{pmatrix}, \quad Q = \begin{pmatrix} 1/5 & 4/5 \\ 5/6 & 1/6 \end{pmatrix}.$$ 

Define a new matrix $R = (r_{ij})$ by

$$r_{ij} = p_{ij}^\alpha q_{ij}^{1-\alpha}, \quad i, j = 0, 1.$$
The $\alpha$-divergence rate between $\mathbf{X}$ and $\mathbf{X}$ exists and is given by

$$
\lim_{n \to \infty} \frac{1}{n} D_\alpha(X^n \| \hat{X}^n) = \frac{1}{\alpha - 1} \log \lambda,
$$

where $\lambda$ is the largest positive real eigenvalue of $R$ [13], [14]. Hence the computation of the convex lower bound for $D_\alpha(E|X\|\hat{X})$ is easily obtained as shown in Figure 4 for the values $\beta = -5, -3, -2, -4/3, -1, -2/3, -1/2, -2/5$ (proceeding from left to right), where $\alpha = \frac{1}{1-\beta}$. Note that in this case the convex lower bound is tight [1], [12].

**Example 4** Arbitrary finite-alphabet Markov sources: Suppose that $\mathbf{X}$ and $\hat{\mathbf{X}}$ are two arbitrary Markov sources with arbitrary initial distributions and probability transition matrices $P$ and $Q$ defined as follows:

$$
P = \begin{pmatrix}
1/2 & 1/2 & 0 & 0 & 0 \\
1/4 & 3/4 & 0 & 0 & 0 \\
0 & 0 & 3/5 & 2/5 & 0 \\
0 & 1/6 & 5/6 & 0 & 0 \\
1/4 & 0 & 1/4 & 0 & 1/2
\end{pmatrix}, \quad Q = \begin{pmatrix}
1/5 & 4/5 & 0 & 0 & 0 \\
2/3 & 1/3 & 0 & 0 & 0 \\
0 & 0 & 1/2 & 1/2 & 0 \\
0 & 1/6 & 5/6 & 0 & 0 \\
1/8 & 0 & 1/2 & 0 & 3/8
\end{pmatrix}.
$$

Define a new matrix $R = (r_{ij})$ by

$$
r_{ij} = p_{ij}^\alpha q_{ij}^{1-\alpha}, \quad i, j = 0, 1, 2, 3, 4.
$$

The $\alpha$-divergence rate between $\mathbf{X}$ and $\hat{\mathbf{X}}$ can be computed [13], [14]. Hence, the convex lower bound for $D_\alpha(E|X\|\hat{X})$ can be easily derived as shown in Figure 5 for the values $\beta = -5, -3, -2, -1, -2/3, -1/2, -2/5, -1/6$ (proceeding from left to right), where $\alpha = \frac{1}{1-\beta}$.

5 Hypothesis Testing Correct Exponent and Problem Formulation

In [5], Csiszár investigated the hypothesis testing problem between i.i.d. observations by considering the $\beta$-cutoff rate for the exponent of the best correct probability of type 1 with exponential constraint on the probability of type 2 error. More formally, he used the following definitions.
**Definition 4** Fix $E > 0$. A rate $r$ is called $E$-unachievable if there exists a sequence of acceptance regions $A_n$ such that

$$\limsup_{n \to \infty} \frac{1}{n} \log(1 - \mu_n) \leq r \quad \text{and} \quad \liminf_{n \to \infty} \frac{1}{n} \log \lambda_n \geq E,$$

where $\mu_n$ and $\lambda_n$ are type 1 and type 2 error probabilities respectively. The infimum of all $E$-unachievable rates is defined as:

$$D^*_e(E|X||\overline{X}) \triangleq \inf \{ r > 0 : r \text{ is } E\text{-unachievable} \};$$

and $D^*_e(E|X||\overline{X}) = \infty$ if the above set is empty.

For $0 < r < D^*_e(E|X||\overline{X})$, every acceptable region $A_n$ with $\liminf_{n \to \infty} \frac{1}{n} \log \lambda_n \geq E$ satisfies $\mu_n > 1 - e^{-nr}$ for $n$ infinitely often.

**Definition 5** Fix $\beta > 0$. $R_0 \geq 0$ is a reverse $\beta$-achievable rate for the general hypothesis testing problem if

$$D^*_e(E|X||\overline{X}) \geq \beta (E - R_0)$$

for every $E > 0$. The reverse $\beta$-cutoff rate is defined as the infimum of all reverse $\beta$-achievable rates, and is denoted by $R_0^{(r)}(\beta|X||\overline{X})$.

However, in [7], Han investigated the general hypothesis testing problem between arbitrary sources with memory by considering the exponent of the best correct probability of type 2 with exponential constraint on the probability of type 1 error. More formally, he used the following definition.

**Definition 6** [7] Fix $r > 0$. A rate $E$ is called $r$-unachievable if there exists a sequence of acceptance regions $A_n$ such that

$$\liminf_{n \to \infty} \frac{1}{n} \log \mu_n \geq r \quad \text{and} \quad \limsup_{n \to \infty} \frac{1}{n} \log(1 - \lambda_n) \leq E.$$

The infimum of all $r$-unachievable rates is denoted by $B^*_e(r|X||\overline{X})$:

$$B^*_e(r|X||\overline{X}) \triangleq \inf \{ E > 0 : E \text{ is } r\text{-unachievable} \};$$

and $B^*_e(r|X||\overline{X}) = \infty$ if the above set is empty.
Proposition 2 [7] Fix $r > 0$. For the general hypothesis testing problem, we have that

$$B^*_e(r \mid X \| \tilde{X}) = \inf_{R \in \mathbb{R}} \{ R + \tilde{p}(R) + [r - \tilde{p}(R)]^+ \},$$

where

$$\tilde{p}(R) \triangleq \lim_{n \to \infty} \frac{1}{n} \log P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\},$$

$[x]^+ = \max\{x, 0\}$, provided the limit in $\tilde{p}(R)$ exists, and for any $M > 0$, there exists $K > 0$ such that

$$\liminf_{n \to \infty} \frac{1}{n} \log P_{\tilde{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} \geq K \right\} \geq M.$$

Remark 1: Note that Csiszár’s and Han’s definitions seem different at first glance. In our investigation, we realized that in order to establish our results on the reverse $\beta$-cutoff rate for general sources with memory, a formula for the reliability function of the type 1 probability of correct decoding, $D^*_e(E \mid X \| \tilde{X})$, is needed. However, in [7], Han provided a formula for the reliability function of the type 2 probability of correct decoding, $B^*_e(r \mid X \| \tilde{X})$. This turned out to be an obstacle, since we were not able to derive the reverse $\beta$-cutoff rate formula by directly using the formula for $B^*_e(r \mid X \| \tilde{X})$. To overcome this obstacle, we observed that if we interchange the role of the null and alternative hypotheses distributions (i.e., $X \leftrightarrow \tilde{X}$), and also $r$ with $E$ (i.e., $r \leftrightarrow E$) in Han’s definition (Definitions 6), then a formula for $D^*_e(E \mid X \| \tilde{X})$ can be readily obtained from Han’s result. More specifically, we have the following.

Definition 7 Fix $E > 0$. A rate $r$ is called $E$-unachievable if there exists a sequence of acceptance regions $\mathcal{A}_n^c = \mathcal{A}_n^c$ (complement of $\mathcal{A}_n$) such that

$$\liminf_{n \to \infty} \frac{1}{n} \log \lambda_n \geq E \quad \text{and} \quad \limsup_{n \to \infty} \frac{1}{n} \log(1 - \mu_n) \leq r,$$

where

$$\lambda_n = \Pr\{ \tilde{X}^n \not\in \mathcal{A}_n^c \} = \Pr\{ \tilde{X}^n \in \mathcal{A}_n \} \quad \text{and} \quad \mu_n = \Pr\{ X^n \in \mathcal{A}_n^c \} = \Pr\{ X^n \not\in \mathcal{A}_n \}.$$ 

The infimum of all $E$-unachievable rates is given by

$$B^*_e(E \mid \tilde{X} \| X) = \inf\{ r > 0 : r \text{ is } E\text{-unachievable} \},$$

and $B^*_e(E \mid \tilde{X} \| X) = \infty$ if the above set is empty.
With Definition 7, Proposition 2 becomes as follows.

**Proposition 3** For any \( E > 0 \),

\[
B^*_c(E|\bar{X}|X) = \inf_{R \in \mathbb{R}} \left\{ R + \rho(R) + [E - \rho(R)]^+ \right\},
\]

where

\[
\rho(R) \triangleq \lim_{n \to \infty} -\frac{1}{n} \log P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\},
\]

provided the limit in \( \rho(R) \) exists, and for any \( M > 0 \), there exists \( K > 0 \) such that

\[
\liminf_{n \to \infty} -\frac{1}{n} \log P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \geq K \right\} \geq M.
\]

**Remark 2:** We can now clearly observe that Definitions 7 and 4 are identical. This indicates that Han’s \( B^*_c(E|\bar{X}|X) \) is in fact Csiszár’s \( D^*_c(E|X||\bar{X}) \). Hence, using Definition 4, Proposition 3 should be as follows.

**Proposition 4** For any \( E > 0 \),

\[
D^*_c(E|X||\bar{X}) = \inf_{R \in \mathbb{R}} \left\{ R + \rho(R) + [E - \rho(R)]^+ \right\},
\]

where

\[
\rho(R) = \lim_{n \to \infty} -\frac{1}{n} \log P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\},
\]

provided the limit in \( \rho(R) \) exists, and for any \( M > 0 \), there exists \( K > 0 \) such that

\[
\liminf_{n \to \infty} -\frac{1}{n} \log P_{X^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \geq K \right\} \geq M. \tag{16}
\]

Condition (16) evidently holds in the unrestricted case where \( P_{X^n}(\cdot) \) is absolutely continuous with respect to \( P_{\bar{X}^n}(\cdot) \). The above proposition is a key ingredient for our main results in the following section.
6 Reverse $\beta$-Cutoff Rate Between Arbitrary Hypotheses

In the degenerate case where $D^*_e(E|X|| \bar{X}) = 0$, we have that $R^{(r)}_0(\beta|X|| \bar{X}) = \infty$. Similarly, if $D^*_e(E|X|| \bar{X}) = \infty$, then $R^{(r)}_0(\beta|X|| \bar{X}) = 0$. A graphical illustration of $R^{(r)}_0(\beta|X|| \bar{X})$ is given in Figure 6. Without loss of generality, we herein assume that $P_{\bar{X}}(\cdot)$ is absolutely continuous with respect to $P_{\bar{X}}(\cdot)$.

We first show the following lemmas, which will provide us the key mechanism to establish our reverse $\beta$-cutoff rate result.

**Lemma 2** Assume that the limit in $\rho(R)$ exists. For all $E > 0$, we have that

$$D^*_e(E|X|| \bar{X}) \leq E + \inf\{R \in \mathbb{R} : \rho(R) \leq E\}.$$

**Proof:** We have the following.

$$D^*_e(E|X|| \bar{X}) = \inf_{R \in \mathbb{R}} \left\{ R + \rho(R) + [E - \rho(R)]^+ \right\} \quad \text{(by Proposition 4)}$$

$$= \min \left\{ \inf_{\rho(R) \leq E} \{R + E\}, \inf_{\rho(R) > E} \{R + \rho(R)\} \right\}$$

$$\leq \inf_{\rho(R) \leq E} \{R + E\}$$

$$= E + \inf\{R \in \mathbb{R} : \rho(R) \leq E\}.$$ 

\qed

**Lemma 3** Assume that $\rho(R)$ admits a limit and is convex, and that there exists an $R$ such that $R + \rho(R) = 0$. Then for those $E$ satisfying $D^*_e(E|X|| \bar{X}) > 0$,

$$D^*_e(E|X|| \bar{X}) = E + \inf\{R \in \mathbb{R} : \rho(R) \leq E\}.$$

**Proof:** Since $\rho(R)$ is decreasing by definition and it is assumed to be convex, then it is continuous and strictly decreasing. Let $R^*$ be the smallest one that satisfies $R + \rho(R) = 0$. Then for $E \leq \rho(R^*)$,

$$D^*_e(E|X|| \bar{X}) = \inf_{R \in \mathbb{R}} \left\{ R + \rho(R) + [E - \rho(R)]^+ \right\} \quad \text{(by Proposition 4)}$$

$$\leq R^* + \rho(R^*) + [E - \rho(R^*)]^+ = 0.$$ 
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Hence, the set of values of $E$ such that $D^*_e(E|\mathbf{X}||\bar{\mathbf{X}}) > 0$ does not include $E \leq \rho(R^*)$. Now as $\rho(R)$ is assumed convex, its slope is strictly increasing, which implies that the slope of $\rho(R)$ is less than $-1$ for $R < R^*$. This immediately gives that the slope of the function $R + \rho(R)$ is negative for $R < R^*$. Consequently, for any $E > \rho(R^*)$ (which corresponds to $R < R^*$ since $\rho(R)$ is strictly decreasing),

$$\inf_{\{R: \rho(R) > E\}} \{R + \rho(R)\} = \{R + \rho(R)\}_{R=\rho^{-1}(E)}$$

$$= \rho^{-1}(E) + E = \inf_{\rho(R) \leq E} \{R + E\},$$

where

$$\rho^{-1}(E) \triangleq \inf\{a : \rho(a) \leq E\},$$

is the quantile or inverse of $\rho(\cdot)$. Thus,

$$D^*_e(E|\mathbf{X}||\bar{\mathbf{X}}) = \inf_{R \in \mathbb{R}} \{R + \rho(R) + [E - \rho(R)]^+\}$$

$$= \min \left\{ \inf_{\rho(R) \leq E} \{R + E\}, \inf_{\rho(R) > E} \{R + \rho(R)\} \right\}$$

$$= \inf_{\rho(R) \leq E} \{R + E\}$$

$$= E + \inf\{R \in \mathbb{R} : \rho(R) \leq E\}.$$

\[\square\]

**Lemma 4** Fix $t < 0$. Also, assume that $\rho(R)$ admits a limit and is convex, and that there exists an $R$ such that $R + \rho(R) = 0$. The following two conditions are equivalent.

$$(\forall \ R \in \mathbb{R}) \quad \rho(R) \geq -R(1-t) + tR_0 \tag{17}$$

and

$$(\forall \ E > 0) \quad D^*_e(E|\mathbf{X}||\bar{\mathbf{X}}) \geq \frac{t}{t-1}(E - R_0). \tag{18}$$

**Proof:**

a) $(17) \Rightarrow (18)$. By Lemma 3, for those $E$ satisfying $D^*_e(E|\mathbf{X}||\bar{\mathbf{X}}) > 0$, we have that

$$D^*_e(E|\mathbf{X}||\bar{\mathbf{X}}) = E + \inf\{R \in \mathbb{R} : \rho(R) \leq E\}$$

$$\geq E + \inf\{R \in \mathbb{R} : -R(1-t) + tR_0 \leq E\}$$

$$= \frac{t}{t-1}(E - R_0),$$

21
where the inequality follows from (17). This implies that

$$\inf\{E > 0 : D^*_e(E|X||\tilde{X}) > 0\} \leq R_0.$$ 

Hence, for these $E$ satisfying $D^*_e(E|X||\tilde{X}) = 0$, the claim also holds since $D^*_e(E|X||\tilde{X})$ is increasing.

b) (18)$\Rightarrow$(17). By Lemma 2 and (18), for $E > 0$, we have that

$$\inf\{R \in \mathbb{R} : \rho(R) \leq E\} \geq \frac{t}{t-1}(E - R_0) - E = \frac{1}{t-1}E - \frac{t}{t-1}R_0.$$ 

Thus

$$E \leq \rho\left(\frac{1}{t-1}E - \frac{t}{t-1}R_0\right),$$

since $\rho(\cdot)$ is strictly decreasing. Letting

$$R = \frac{1}{t-1}E - \frac{t}{t-1}R_0,$$

or

$$E = -R(1 - t) + tR_0,$$

the above inequality can be rewritten as

$$\rho(R) \geq -R(1 - t) + tR_0,$$

where $R \in \mathbb{R}$.

We next employ Lemma 4 to show our main result regarding the reverse $\beta$-cutoff rate.

**Theorem 2 (Reverse $\beta$-cutoff rate formula).** Assume that $\rho(R)$ admits a limit and is convex, and that there exists an $R$ such that $R + \rho(R) = 0$. For the general hypothesis testing problem,

$$R^{(r)}_0(\beta|X||\tilde{X}) \leq \liminf_{n \to \infty} \frac{1}{n} D_{1/(1-\beta)}(X^n||\tilde{X}^n) \quad \text{for } 0 < \beta < 1,$$

and

$$R^{(r)}_0(\beta|X||\tilde{X}) \geq \limsup_{n \to \infty} \frac{1}{n} D_{1/(1-\beta)}(X^n||\tilde{X}^n) \quad \text{for } 0 < \beta < \beta_{\max},$$

where

$$\beta_{\max} = \sup \left\{ \beta \in (0, 1) : \limsup_{n \to \infty} \frac{1}{n} D_{1/(1-\gamma)}(X^n||\tilde{X}^n) < \infty \text{ for every } 0 < \gamma < \beta \right\},$$
and
\[ D_\alpha(X^n\|\bar{X}^n) \triangleq \frac{1}{\alpha - 1} \log \left( \sum_{x^n \in \mathcal{X}^n} \left[ P_{X^n}(x^n) \right]^\alpha \left[ P_{\bar{X}^n}(x^n) \right]^{1-\alpha} \right) \]
is the \( n \)-dimensional Rényi \( \alpha \)-divergence. Note that the above two inequalities directly imply that
\[ R^{(r)}(\beta | X | \bar{X}) = \lim_{n \to \infty} \frac{1}{n} D_{1/(1-\beta)}(X^n \| \bar{X}^n), \]
for \( 0 < \beta < \beta_{\max} \).

**Proof:**

1. *Forward part:* \( R^{(r)}(\beta | X | \bar{X}) \leq \lim \inf_{n \to \infty} \frac{1}{n} D_{1/(1-\beta)}(X^n \| \bar{X}^n) \) for \( 0 < \beta < 1 \).

   By the equivalence of conditions (17) and (18), it suffices to show that
   \[ (\forall R \in \mathbb{R}) \rho(R) \geq -R(1-t) + t \cdot \lim \inf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n). \]

   Consider the twisted distribution defined as:
   \[ P_{\tilde{X}^n}(x^n) \triangleq \frac{[P_{\bar{X}^n}(x^n)]^t [P_{X^n}(x^n)]^{1-t}}{\sum_{\tilde{x}^n \in \mathcal{X}^n} [P_{\bar{X}^n}(\tilde{x}^n)]^t [P_{X^n}(\tilde{x}^n)]^{1-t}} = \exp \left\{ (t-1) \log \frac{P_{\bar{X}^n}(x^n)}{P_{X^n}(x^n)} + tD_{1-t}(X^n \| \bar{X}^n) \right\} P_{\bar{X}^n}(x^n). \] (19)

   Then for \( t < 0 \),
   \[
   P_{\tilde{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\bar{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\} \\
   = \sum_{\left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\bar{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\}} P_{\tilde{X}^n}(x^n) \\
   = \sum_{\left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\bar{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\}} \exp \left\{ (1-t) \log \frac{P_{\bar{X}^n}(x^n)}{P_{X^n}(x^n)} - tD_{1-t}(X^n \| \bar{X}^n) \right\} P_{\tilde{X}^n}(x^n) \\
   \leq \exp \left\{ nR(1-t) - tD_{1-t}(X^n \| \bar{X}^n) \right\} \sum_{\left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\bar{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\}} P_{\tilde{X}^n}(x^n) \\
   \leq \exp \left\{ nR(1-t) - tD_{1-t}(X^n \| \bar{X}^n) \right\}.
   \]

\(^4\)For the proof of the continuous alphabet case, the same remark given in Observation B (cf. Section 3) applies.
So, since $\rho(R)$ admits a limit, we have
\[
\rho(R) = \limsup_{n \to \infty} -\frac{1}{n} \log P_{\hat{X}^n} \left\{ x^n \in \mathcal{X}^n : -\frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\}
\geq -R(1-t) + t \cdot \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n\|\tilde{X}^n)
= -R(1-t) + t \cdot \liminf_{n \to \infty} \frac{1}{n} D^{1/(1-\beta)}(X^n\|\tilde{X}^n), \quad \text{for } \beta \triangleq \frac{t}{t-1} \in (0,1).
\]

2. **Converse part:** $R^{(t)}_n(\beta|X\|	ilde{X}) \geq \limsup_{n \to \infty} \frac{1}{n} D^{1/(1-\beta)}(X^n\|\tilde{X}^n) \quad \text{for } 0 < \beta < \beta_{\text{max}}.$

By the equivalence of (17) and (18), it suffices to show the existence of $\tilde{R}$ for any $\delta > 0$ such that
\[
\rho(\tilde{R}) \leq -\tilde{R}(1-t) + t \left( \limsup_{n \to \infty} \frac{1}{n} D_{1-t}(X^n\|\tilde{X}^n) + \frac{(1-t)}{t} \delta \right),
\]
where $t = \beta/(\beta - 1) < 0.$ Let $\mathcal{N}$ be the set of positive integers such that
\[
\lim_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n\|\tilde{X}^n) = \limsup_{n \to \infty} \frac{1}{n} D_{1-t}(X^n\|\tilde{X}^n) \tag{20}
\]
and define
\[
\lambda \triangleq \sup\{ R \in \mathbb{R} : \rho^{(t)}(R) > 0 \},
\]
where
\[
\rho^{(t)}(R) \triangleq \liminf_{n \in \mathcal{N}, n \to \infty} -\frac{1}{n} \log P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : -\frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\},
\]
is the twisted large deviation spectrum of the normalized log-likelihood ratio with parameter $t.$ It can be shown that $\lambda$ satisfies $-\infty < \lambda \leq 0$ (cf. Lemmas 8 and 9 in Appendix B). We then note by definition of $\rho^{(t)}(\cdot)$ and the finiteness property of $\lambda$ that for any $\delta > 0$, there exists $\epsilon > 0$ such that
\[
\rho^{(t)}(\lambda - \delta) = \liminf_{n \in \mathcal{N}, n \to \infty} -\frac{1}{n} \log P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : -\frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} \leq \lambda - \delta \right\} > \epsilon > 0.
\]
As a result,
\[
P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : -\frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} > \lambda - \delta \right\} \geq 1 - e^{-\epsilon n} \quad \text{for } n \in \mathcal{N} \text{ sufficiently large.}
\]
On the other hand, define
\[
\tilde{\rho}^{(t)}(R) \triangleq \liminf_{n \in \mathcal{N}, n \to \infty} -\frac{1}{n} \log P^{(t)}_{X^n} \left\{ x^n \in \mathcal{X}^n : -\frac{1}{n} \log \frac{P_{\tilde{X}^n}(x^n)}{P_{X^n}(x^n)} \geq R \right\}
\]
and
\[
\bar{\lambda} \triangleq \inf\{ R \in \mathbb{R} : \tilde{\rho}^{(t)}(R) > 0 \}.
\]
Then by noting that
\[
\frac{\log P_{X^n}(x^n)}{P_{X^n}(x^n)} = -D_{1-t}(X^n \| \hat{X}^n) + \frac{1}{t} \log \frac{P_{X^n}^{(t)}(x^n)}{P_{X^n}(x^n)},
\]
we have:
\[
\bar{p}^{(t)}(R) = \sigma \left( tR + \frac{t}{n} D_{1-t}(X^n \| \hat{X}^n) \right),
\]
where
\[
\sigma(R) \triangleq \liminf_{n \to \infty} \frac{1}{n} \log P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}^{(t)}(x^n)}{P_{X^n}(x^n)} \leq R \right\},
\]
and
\[
\bar{\lambda} = \frac{1}{t} \sup \{ R \in \mathbb{R} : \sigma(R) > 0 \} - \frac{1}{n} D_{1-t}(X^n \| \hat{X}^n)
\leq 0,
\]
(21)
where (21) follows from Lemma 7 in Appendix A, and the non-negativity [5] of the Rényi divergence $D_{1-t}(X^n \| \hat{X}^n)$. This indicates the existence of $\bar{\epsilon} > 0$ such that $\bar{p}^{(t)}(\delta) > \bar{\epsilon}$, which immediately gives that for $n \in \mathcal{N}$ sufficiently large,
\[
P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}^{(t)}(x^n)}{P_{X^n}(x^n)} \geq \delta \right\} \leq e^{-n\bar{\epsilon}}.
\]
Therefore, for $n \in \mathcal{N}$ sufficiently large,
\[
P_{X^n}^{(t)} \left\{ x^n \in X^n : \delta > \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}^{(t)}(x^n)} > \lambda - \delta \right\}
\geq P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}^{(t)}(x^n)} > \lambda - \delta \right\}
-P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}^{(t)}(x^n)} \geq \delta \right\}
\geq 1 - e^{-n\bar{\epsilon}} - e^{-n\bar{\epsilon}}.
\]
(22)

Let $I_1 \triangleq (\lambda - \delta, b_1)$, and\(^5\)
\[
I_k \triangleq [b_{k-1}, b_k) \text{ for } 2 \leq k \leq L \triangleq \left[ \frac{2\delta - \lambda}{2\delta} \right],
\]
where $b_k \triangleq (\lambda - \delta) + 2k\delta$ for $1 \leq k < L$, and $b_L \triangleq \delta$. By (22), there exists $1 \leq k(n) \leq L$ such that
\[
P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}^{(t)}(x^n)} \in I_{k(n)} \right\} \geq \frac{1 - e^{-n\bar{\epsilon}} - e^{-n\bar{\epsilon}}}{L}.
\]
(23)

\(^5\)Note that when $\lambda < 0$, $L \geq 2$; so the definition is well-established. However, in case $\lambda = 0$, we just take $L = 1$, and $I_1 = (-\delta, \delta)$.  
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for $n \in \mathcal{N}$ sufficiently large. Then, by letting $R_1 \triangleq \limsup_{n, n \to \infty} b_k(n) + \delta$, we obtain that for $n \in \mathcal{N}$ sufficiently large,

$$P_{\hat{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R_1 \right\} \geq P_{\hat{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n) \right\}.$$ 

However, for sufficiently large $n \in \mathcal{N}$, we have that:

$$P_{\hat{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n) \right\} = \sum_{x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n)} P_{\hat{X}^n}(x^n) \geq e^{-tD_{1-t}(X^n \| \hat{X}^n)} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n) \right\} \sum_{x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n)} P_{X^n}(x^n) = e^{-tD_{1-t}(X^n \| \hat{X}^n)} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n) \right\} \sum_{x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n)} P_{X^n}(x^n) \geq 1 - e^{-ne} - e^{-n^2} \frac{1}{L} e^{-tD_{1-t}(X^n \| \hat{X}^n)} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \in I_k(n) \right\}.$$ 

Consequently,

$$\rho(R_1) \overset{(a)}{=} \liminf_{n \to \infty} -\frac{1}{n} \log P_{\hat{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R_1 \right\} \leq \liminf_{n \in \mathcal{N}, n \to \infty} -\frac{1}{n} \log P_{\hat{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\hat{X}^n}(x^n)}{P_{X^n}(x^n)} \leq R_1 \right\} \leq \limsup_{n \in \mathcal{N}, n \to \infty} \left\{ \frac{1}{n} tD_{1-t}(X^n \| \hat{X}^n) \right\} + \liminf_{n \in \mathcal{N}, n \to \infty} \left\{ (1 - t)b_k(n) - 1 \right\} = t \liminf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \hat{X}^n) - (1 - t) \limsup_{n \in \mathcal{N}, n \to \infty} b_k(n) - 1 \overset{(b)}{=} t \limsup_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \hat{X}^n) - (1 - t) \limsup_{n \in \mathcal{N}, n \to \infty} b_k(n) - 1 \leq t \limsup_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \hat{X}^n) - (1 - t) \limsup_{n \in \mathcal{N}, n \to \infty} b_k(n) + 2\delta(1 - t) = t \limsup_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \hat{X}^n) - (1 - t)R_1 + 3\delta(1 - t),$$

where equality (a) holds since $\rho(R)$ admits a limit, and equality (b) follows from the definition of $\mathcal{N}$ in (20). \qed
We observe that the convexity condition for $\rho(R)$ given in the above theorem is not necessary for the expression of the reverse $\beta$-cutoff rate to be given by the $\frac{1}{1-\beta}$-divergence rate. This is illustrated in the following example, where we show that $\rho(R)$ is not convex while

$$R_0^{(\nu)}(\beta|X||\tilde{X}) = \lim_{n \to \infty} \frac{1}{n} D_1/(1-\beta)(X^n||\tilde{X}^n)$$

for $0 < \beta < 1$.

**Example 5:** Let $P_{X^n}(a_n) = 1 - e^{-2n}$ and $P_{\tilde{X}^n}(b_n) = e^{-2n}$, where $a_n \neq b_n$ and $a_n, b_n \in X^n$. Also, let $P_{X^n}(a_n) = 1 - e^{-cn}$ and $P_{\tilde{X}^n}(b_n) = e^{-cn}$, where $0 < c < 2$. Then, the log-likelihood ratio, $Z_n$, is given by

$$Z_n = \log \frac{P_{\tilde{X}^n}(\tilde{x}^n)}{P_{X^n}(x^n)} = \begin{cases} 
\log \frac{1 - e^{-2n}}{1 - e^{-cn}}, & \text{with probability (in } P_{\tilde{X}^n} \text{) } 1 - e^{-2n} \\
-(2 - c)n, & \text{with probability (in } P_{X^n} \text{) } e^{-2n},
\end{cases}$$

which implies that

$$\rho(R) = \lim_{n \to \infty} \frac{1}{n} \log \Pr \left\{ \frac{1}{n} Z_n \leq R \right\} = \begin{cases} 
0, & \text{for } R \geq 0 \\
2, & \text{for } -(2 - c) \leq R < 0 \\
\infty, & \text{for } R < -(2 - c).
\end{cases}$$

Note that $\rho(R)$ is not convex but $R + \rho(R) = 0$ for $R = 0$. Note also that condition (16) is satisfied since $P_{X^n}(\cdot)$ and $P_{\tilde{X}^n}(\cdot)$ are absolutely continuous with respect to each other. Let us first compute the $\alpha$-divergence rate between $X^n$ and $\tilde{X}^n$, where $\alpha > 1$. The normalized $n$-dimensional $\alpha$-divergence is given by

$$\frac{1}{n} D_{\alpha}(X^n||\tilde{X}^n) = \frac{1}{n(\alpha - 1)} \log \left[ (1 - e^{-cn})^\alpha (1 - e^{-2n})^{1-\alpha} + e^{-cna} e^{-2n(1-\alpha)} \right].$$

We have the following three cases.

1. $c\alpha + 2 - 2\alpha > 0$. Note that $e^{-cn}$ and $e^{-2n}$ approach 0 as $n \to \infty$ and that $e^{-cna} e^{-2n(1-\alpha)} = e^{-n(\alpha + 2 - 2\alpha)}$, which also approaches 0 as $n \to \infty$. Hence, the $\alpha$-divergence rate is equal to 0 since the argument of the logarithm $\to 1$ as $n \to \infty$.

2. $c\alpha + 2 - 2\alpha < 0$. In this case, since $e^{-n(\alpha + 2 - 2\alpha)} \to \infty$ as $n \to \infty$, the argument of the logarithm, for large $n$, is dominated by $e^{-n(\alpha + 2 - 2\alpha)}$. Hence

$$\lim_{n \to \infty} \frac{1}{n} D_{\alpha}(X^n||\tilde{X}^n) = \lim_{n \to \infty} \frac{n(c\alpha + 2 - 2\alpha)}{n(\alpha - 1)} = \frac{c\alpha + 2 - 2\alpha}{1 - \alpha}.$$
3. $c\alpha + 2 - 2\alpha = 0$. Clearly, the $\alpha$-divergence rate is equal to 0 in this case.

Let us now compute the reverse $\beta$-cutoff rate. First, we need to compute $D^*_e(E|X||\bar{X})$ using Proposition 4. We have the following cases.

- $E > 2$. We have that

$$R + \rho(R) + [E - \rho(R)]^+ = \begin{cases} R + E, & \text{for } R \geq 0 \\ R + E, & \text{for } -(2 - c) \leq R < 0 \\ \infty, & \text{for } R < -(2 - c). \end{cases}$$

Hence

$$D^*_e(E|X||\bar{X}) = \inf_{R \in \mathbb{R}} \{ R + \rho(R) + [E - \rho(R)]^+ \} = E - 2 + c.$$

- $0 < c < E \leq 2$. In this case

$$R + \rho(R) + [E - \rho(R)]^+ = \begin{cases} R + E, & \text{for } R \geq 0 \\ R + 2, & \text{for } -(2 - c) \leq R < 0 \\ \infty, & \text{for } R < -(2 - c). \end{cases}$$

Hence, $D^*_e(E|X||\bar{X}) = c$.

- $0 < E \leq c$. In this case

$$R + \rho(R) + [E - \rho(R)]^+ = \begin{cases} R + E, & \text{for } R \geq 0 \\ R + 2, & \text{for } -(2 - c) \leq R < 0 \\ \infty, & \text{for } R < -(2 - c). \end{cases}$$

Hence, $D^*_e(E|X||\bar{X}) = E$.

The reverse $\beta$-cutoff rate is the $E$-axis intercept of the line of slope $\beta$ passing by the point $(2, c)$ as illustrated in Figure 7. By straightforward calculation, we get that

$$R_0^{(r)}(\beta|X||\bar{X}) = -\frac{c}{\beta} + 2.$$
For $\alpha = 1/(1 - \beta)$, we get that

$$R_0^{(r)}(\beta|X||\tilde{X}) = \frac{\alpha + 2 - 2\alpha}{1 - \alpha}.$$ 

Since, by definition, $R_0^{(r)}(\beta|X||\tilde{X}) \geq 0$, it is straightforward to check that

$$R_0^{(r)}(\beta|X||\tilde{X}) = \lim_{n \to \infty} \frac{1}{n} D_{1/(1 - \beta)}(X^n||\tilde{X}^n) \quad \text{for } 0 < \beta < 1.$$ 

Note that for this example, since the $\alpha$-divergence rate is always finite, it follows directly that $\beta_{\max} = 1$.

We finally present a class of sources with memory (countable or continuous alphabet) for which the reverse $\beta$-cutoff rate is given by the Rényi $\frac{1}{1-\beta}$-divergence rate for all $0 < \beta < 1$.

**Corollary 1** Consider the hypothesis testing problem between sources with memory such that the log-likelihood ratio process $\{Z_n\}$ where $Z_n = \log \frac{P_{X^n}(X^n)}{P_{\tilde{X}^n}(X^n)}$, satisfies both hypotheses of the Gärtner-Ellis Theorem [2, p. 15]:

- $\phi(\theta) \triangleq \lim_{n \to \infty} \frac{1}{n} \phi_n(\theta)$ exists for all $\theta \in \mathbb{R}$,
- $\phi$ is differentiable on $d_{\phi}$, where $d_{\phi} \triangleq \{ \theta : \phi(\theta) < \infty \},$

where $\phi_n(\theta) \triangleq \log E_{P_{X^n}}[e(\theta Z_n)]$. Then the reverse $\beta$-cutoff rate satisfies

$$R_0^{(r)}(\beta|X||\tilde{X}) = \lim_{n \to \infty} \frac{1}{n} D_{1/(1 - \beta)}(X^n||\tilde{X}^n) \quad \text{for } 0 < \beta < 1.$$ 

**Proof:** We will prove the result for countable alphabets. The required modifications for the continuous alphabet case are straightforward. We need to show that for sources satisfying the Gärtner-Ellis Theorem, the Rényi divergence rate exists, that the conditions of Theorem 2 hold and that $\beta_{\max} = 1$. First, the Rényi divergence rate exists and $\beta_{\max} = 1$ from the first hypothesis of the Gärtner-Ellis Theorem and the fact that

$$\frac{1}{n} D_{1/(1 - \beta)}(X^n||\tilde{X}^n) = \frac{1 - \beta}{\beta} \frac{1}{n} \phi_n \left( \frac{1}{\beta - 1} \right).$$ 

Next, by the Gärtner-Ellis Theorem, we have that

$$\rho(R) = \sup_{\theta \leq 0} \{ \theta R - \phi(\theta) \}.$$ 
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Clearly, \( \rho(R) \) admits a limit and is convex in \( R \). Let us show that there exists an \( R \) such that \( R + \rho(R) = 0 \). First, note that \( E_{P_{X^n}}[e(\theta Z_n)] = 1 \) for \( \theta = 0 \) and \( \theta = -1 \). Hence, \( \phi(\theta) = 0 \) for \( \theta = 0 \) and \( \theta = -1 \). This implies that

\[
\rho(R) + R = \sup_{\theta \leq 0} [(\theta + 1)R - \phi(\theta)] \geq [(\theta + 1)R - \phi(\theta)]_{\theta = -1} = 0. \tag{24}
\]

Observe that

\[
e^{\phi_n(\theta)} = E[e^{\theta Z_n}] = \sum e^{\theta \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)}} P_{X^n}(x^n) \geq \sum e^{(\theta + 1) \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)}} P_{X^n}(x^n) = e^{(\theta + 1)D(X^n \| X^n)}, \tag{25}
\]

where \( D(\cdot \| \cdot) \) is the Kullback-Leibler divergence and (25) follows by Jensen’s inequality. This implies that

\[
\left\{(\theta + 1)R_n - \frac{1}{n} \phi_n(\theta)\right\} \leq 0 \text{ for all } \theta \leq 0,
\]

where \( R_n = -\frac{1}{n} D(X^n \| X^n) \). As a result,

\[
\begin{align*}
\limsup_{n \to \infty} \left\{(\theta + 1)R_n - \frac{1}{n} \phi_n(\theta)\right\} &= (\theta + 1) \liminf_{n \to \infty} R_n - \phi(\theta) \leq 0, \text{ for } \theta < -1, \\
\liminf_{n \to \infty} \left\{(\theta + 1)R_n - \frac{1}{n} \phi_n(\theta)\right\} &= (\theta + 1) \liminf_{n \to \infty} R_n - \phi(\theta) \leq 0, \text{ for } 0 \geq \theta \geq -1.
\end{align*}
\]

Therefore

\[
\rho(\liminf_{n \to \infty} R_n) + \liminf_{n \to \infty} R_n \leq 0.
\]

On the other hand, by (24), we have that

\[
\rho(\liminf_{n \to \infty} R_n) + \liminf_{n \to \infty} R_n \geq 0.
\]

Hence

\[
\rho(\liminf_{n \to \infty} R_n) + \liminf_{n \to \infty} R_n = 0.
\]

\[\Box\]

**Remark 3:** By Corollary 1, for i.i.d. finite-alphabet observations (in this case, Gärtner-Ellis Theorem reduces to Cramer’s Theorem), our result in Theorem 2 reduces to Csiszár’s result [5]; i.e., the reverse $\beta$-cutoff rate is given by the Rényi divergence with parameter \( \frac{1}{1-\beta} \), for \( 0 < \beta < 1 \).
Remark 4: The above corollary holds for the class of finite-alphabet irreducible Markov sources since the latter satisfy both hypotheses of the Gärtner-Ellis Theorem. Indeed, the $\alpha$-divergence rate exists and is differentiable; furthermore, it admits a simple computable expression [14].

Numerical Examples:
We briefly present two examples of memoryless sources where we explicitly verify the existence of $R$ such that $R + \rho(R) = 0$. 

Example 6: Finite-alphabet memoryless sources: Consider Example 1 in Section 4 where $X$ and $\tilde{X}$ are interchanged. Note that $\rho(R)$ is equal to $\eta(R)$ in this case. It is straightforward to check that $R + \rho(R) = 0$ for $R$ approximately $-0.13$.

Example 7: Continuous alphabet memoryless sources: Consider Example 2 in Section 4 where $X$ and $\tilde{X}$ are interchanged. Note that $\rho(R)$ is equal to $\eta(R)$ in this case. By straightforward calculation we get that $R + \rho(R) = 0$ for $R = -2\nu^2$.

7 Conclusions

We examined the forward and reverse $\beta$-cutoff rates for the hypothesis testing problem between arbitrary sources with memory (not necessarily Markovian, ergodic, stationary, etc.) of arbitrary alphabet (countable or continuous). We showed that the forward $\beta$-cutoff rate is given by the lim inf $\alpha$-divergence rate, where $\alpha = \frac{1}{1-\beta}$ and $\beta < 0$. Under two conditions on the large deviation spectrum, $\rho(R)$, we showed that the reverse $\beta$-cutoff rate is given by the $\alpha$-divergence rate, where $\alpha = \frac{1}{1-\beta}$ and $0 < \beta < \beta_{\text{max}}$. For $\beta_{\text{max}} \leq \beta < 1$, we provided an upper bound to the reverse $\beta$-cutoff rate. We also investigated sources with memory (countable or continuous alphabet) that satisfy the hypotheses of the Gärtner-Ellis Theorem. We showed that the conditions on $\rho(R)$ are satisfied and that the reverse $\beta$-cutoff rate is given by the Rényi divergence rate. A direct consequence is that, for i.i.d. observations, our result indeed reduces to Csiszár’s result, hence providing a simple expression for the reverse $\beta$-cutoff rate in terms of the Rényi divergence. Another consequence is that, for finite-alphabet irreducible Markov sources, the reverse $\beta$-cutoff rate is given by the Rényi divergence rate which can be computed using Perron-Frobenius theory [14]. We also provided several numerical examples to illustrate our forward and reverse $\beta$-cutoff rates results.
Future work may include the study of Csiszár’s channel coding $\beta$-cutoff rates [5] for arbitrary discrete channels with memory using our information spectrum techniques.

Appendix A: Properties of $\tau$ and $\sigma(R)$

**Lemma 5** For $0 < t < 1$,

$$\tau \triangleq \sup \{ R : \eta(t)(R) > 0 \} \leq \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n).$$

**Proof:** For any $\nu > 0$,

$$P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} > \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n) + 2\nu \right\} \leq P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} > \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n) + \nu \right\}$$

for $n \in \mathcal{N}$ sufficiently large, where $\mathcal{N}$ is defined in (9). But

$$P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} > \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n) + \nu \right\} = P_{X^n}^{(t)} \left\{ x^n \in X^n : -\frac{1}{n} \left( \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} + D_{1-t}(X^n \| \bar{X}^n) \right) > \nu \right\}$$

$$= P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \left( \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} + D_{1-t}(X^n \| \bar{X}^n) \right) < -\nu t \right\}$$

$$= P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} < -\nu t \right\}$$

$$= e^{-\nu t} P_{X^n}^{(t)} \left\{ x^n \in X^n : P_{X^n}(x^n) < e^{-\nu t} P_{\bar{X}^n}(x^n) \right\} \leq e^{-\nu t} P_{X^n} \left\{ x^n \in X^n : P_{X^n}(x^n) < e^{-\nu t} P_{\bar{X}^n}(x^n) \right\} \leq e^{-\nu t},$$

where (26) follows from (8). Thus for $n \in \mathcal{N}$ sufficiently large,

$$P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} \leq \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n) + 2\nu \right\} \geq 1 - e^{-\nu t},$$

which implies

$$\eta(t) \left( \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n) + 2\nu \right)$$

$$= \liminf_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{\bar{X}^n}(x^n)} \leq \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n \| \bar{X}^n) + 2\nu \right\}$$

$$\leq \limsup_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} \log (1 - e^{-\nu t}) = 0.$$
Consequently,
\[ \sup \{ R : \eta(t)(R) > 0 \} \leq \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n) + 2 \nu. \]

The proof is completed by noting that \( \nu \) can be made arbitrarily small.

\[ \square \]

**Lemma 6** For \( 0 < t < 1 \), if \( \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n) < K \), then
\[ \tau \triangleq \sup \{ R : \eta(t)(R) > 0 \} > -\infty. \]

**Proof:** By (8), we get that
\[ P_{\mathcal{X}^n}(x^n) = e^{t D_{1-t}(X^n, \bar{X}^n)} e^{(1-t)\log \frac{P_{\mathcal{X}^n}(x^n)}{P_{\bar{X}^n}(x^n)}} P_{\bar{X}^n}(x^n). \]

Hence,
\[
\begin{align*}
P_{\mathcal{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\mathcal{X}^n}(x^n)}{P_{\bar{X}^n}(x^n)} \leq R \right\} \\
\leq e^{t D_{1-t}(X^n, \bar{X}^n)} e^{(1-t)nR} P_{\bar{X}^n} \left\{ x^n \in \mathcal{X}^n : \frac{1}{n} \log \frac{P_{\mathcal{X}^n}(x^n)}{P_{\bar{X}^n}(x^n)} \leq R \right\} \\
\leq e^{t D_{1-t}(X^n, \bar{X}^n)} e^{(1-t)nR},
\end{align*}
\]

which implies that
\[ \eta(t)(R) \geq -t \limsup_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n) - (1-t)R. \]

Therefore,
\[ \tau \geq -\frac{t}{1-t} \limsup_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n). \]

This shows that \( \tau = -\infty \) implies that
\[ \limsup_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n) = \lim_{n \in \mathcal{N}, n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n) = \liminf_{n \to \infty} \frac{1}{n} D_{1-t}(X^n, \bar{X}^n) = \infty, \]
contradicting the assumption that \( \liminf_{n \to \infty} (1/n) D_{1-t}(X^n, \bar{X}^n) < K. \)

\[ \square \]
Lemma 7 We have the following:

$$\sup\{ R \in \mathbb{R} : \sigma ( R ) > 0 \} \geq 0.$$ 

Proof: For any $\nu > 0$,

$$P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}^{(t)} (x^n)}{P_{X^n} (x^n)} \leq -\nu \right\}$$

$$= P_{X^n}^{(t)} \left\{ x^n \in X^n : P_{X^n}^{(t)} (x^n) \leq e^{-\nu} P_{X^n} (x^n) \right\}$$

$$\leq e^{-n\nu} P_{X^n} \left\{ x^n \in X^n : P_{X^n}^{(t)} (x^n) \leq e^{-\nu} P_{X^n} (x^n) \right\}$$

$$\leq e^{-\nu},$$

which implies $\sigma (-\nu) \geq \nu$. Hence, the lemma holds.

\[ \square \]

Appendix B: Properties of $\lambda$

Lemma 8 For $t < 0$, $\lambda \leq 0$.

Proof: Observe that for $R > 0$,

$$P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n} (x^n)}{P_{X^n} (x^n)} > R \right\}$$

$$\leq e^{-nR(1-t) + tD_{1-t}(X^n \| \tilde{X}^n)} P_{X^n} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n} (x^n)}{P_{X^n} (x^n)} > R \right\}$$

$$\leq e^{-nR(1-t) + tD_{1-t}(X^n \| \tilde{X}^n)}$$

$$\leq e^{-nR(1-t)},$$

where the last inequality follows from the non-negativity of $D_{1-t}(X^n \| \tilde{X}^n)$. This implies that for $R > 0$,

$$\rho^{(t)} (R) \leq \liminf_{n \to \infty} \frac{1}{n} \log \left( 1 - e^{-nR(1-t)} \right) = 0,$$

which immediately implies that $\lambda \leq 0.$

\[ \square \]
Lemma 9 For $0 > t > \beta_{\max}/(\beta_{\max} - 1)$, $\lambda > -\infty$.

Proof: If $\lambda = -\infty$, then $\rho(t)(R) = 0$ for every $R \in \mathbb{R}$. Hence, by choosing any $\delta > 0$ satisfying $t > t - \delta > \beta_{\max}/(\beta_{\max} - 1)$, we have:

$$
P_{X^n}^{(t)} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\} \leq e^{(t-D_1(x^n||\bar{x}^n)-(t-\delta)D_1(x^n||\bar{x}^n)+\delta n R} \left\{ x^n \in X^n : \frac{1}{n} \log \frac{P_{X^n}(x^n)}{P_{X^n}(x^n)} \leq R \right\} \leq e^{-(t-\delta)D_1(x^n||\bar{x}^n)+\delta n R},$$

which implies that

$$0 = \rho(t)(R) \geq (t-\delta) \limsup_{n \in \mathcal{X}, n \to \infty} \frac{1}{n} D_1(x^n||\bar{x}^n) - \delta R.$$

This indicates that

$$\limsup_{n \to \infty} \frac{1}{n} D_1(x^n||\bar{x}^n) \geq \limsup_{n \in \mathcal{X}, n \to \infty} \frac{1}{n} D_1(x^n||\bar{x}^n) \geq \frac{\delta}{t-\delta} R \text{ for every } R \in \mathbb{R},$$

or equivalently,

$$\limsup_{n \to \infty} \frac{1}{n} D_1(x^n||\bar{x}^n) = \infty,$$

which contradicts the assumption on $\beta_{\max}$. \qed
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Figure 1: A graphical illustration of the forward $\beta$-cutoff rate, $R_0^{(f)}(\beta|X||\tilde{X})$, for testing between two arbitrary sources $X$ and $\tilde{X}$. 
Figure 2: Functions $\eta(R)$, $\eta^{(t)}(R)$ and $(\beta/(\beta - 1)) \left[ \lim_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}(X^n \| \hat{X}^n) - R \right]$ for testing between two binary memoryless sources $X = \{X_i\}_{i=1}^{\infty}$ and $\hat{X} = \{\tilde{X}_i\}_{i=1}^{\infty}$ under the distributions $(1/2, 1/2)$ and $(1/4, 3/4)$ respectively, and with $\beta = -7$. When $R < -\log(3/2)$, $\eta(R) = \eta^{(t)}(R) = \infty$. 
Figure 3: Functions $\eta(R)$, $\eta^{(d)}(R)$ and $(\beta/(\beta - 1)) \left[ \liminf_{n \to \infty} \frac{1}{n} D_{\frac{1}{1-\beta}}^n(X^n||\tilde{X}^n) - R \right]$ for testing between two memoryless sources $X = \{X_i\}_{i=1}^\infty$ and $\tilde{X} = \{\tilde{X}_i\}_{i=1}^\infty$ under the Gaussian distributions $N(\nu, 1)$ and $N(-\nu, 1)$ respectively, and with $\beta = -0.5$. 

39
Figure 4: Convex lower bound for testing between irreducible Markov sources. Each line of slope $\beta$ intersects the $E$-axis at $R^{(f)}_0(\beta|X||\bar{X})$. Proceeding from left to right, the values of $\beta$ are: $-5, -3, -2, -4/3, -1, -2/3, -1/2, -2/5$. 
Figure 5: Convex lower bound for testing between arbitrary Markov sources. Each line of slope $\beta$ intersects the $E$-axis at $R^{(f)}_{0}(\beta;X||\tilde{X})$. Proceeding from left to right, the values of $\beta$ are: $-5, -3, -2, -1, -2/3, -1/2, -2/5, -1/6$. 
Figure 6: A graphical illustration of the reverse $\beta$-cutoff rate, $R_0^{(r)}(\beta|X||\tilde{X})$, for testing between two arbitrary sources $X$ and $\tilde{X}$. 
Figure 7: Reliability function of the type 1 probability of correct decoding for testing between the two sources $P_{X^n}(\cdot)$ and $P_{\bar{X}^n}(\cdot)$ as given in Example 5.