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Preface

The reliable transmission and processing of information bearing signals over a noisy communication channel is at the heart of what we call communication. Information theory – founded by Claude E. Shannon in 1948 [246] – provides a mathematical framework for the theory of communication. It describes the fundamental limits to how efficiently one can encode information and still be able to recover it at the destination either with negligible loss or within a prescribed distortion threshold. This textbook will examine primary concepts of this theory with a focus on single-user (point-to-point) systems. A list of the covered topic is as follows.

- Information measures for discrete systems: self-information, entropy, mutual information and divergence, data processing theorem, Fano’s inequality, Pinsker’s inequality, simple hypothesis testing and the Neyman-Pearson lemma, Rényi’s information measures.

- Fundamentals of lossless source coding (data compression): discrete memoryless sources, fixed-length (block) codes for asymptotically lossless compression, Asymptotic Equipartition Property (AEP), fixed-length source coding theorems for memoryless and stationary ergodic sources, entropy rate and redundancy, variable-length codes for lossless compression, variable-length source coding theorems for memoryless and stationary sources, prefix codes, Kraft inequality, Huffman codes, Shannon-Fano-Elias codes and Lempel-Ziv codes.

- Fundamentals of channel coding: discrete memoryless channels, block codes for data transmission, channel capacity, coding theorem for discrete memoryless channels, calculation of channel capacity, channels with symmetric structures, lossless joint source-channel coding and Shannon’s separation principle.

- Information measures for continuous alphabet systems and Gaussian channels: differential entropy, mutual information and divergence, AEP for continuous memoryless sources, capacity and channel coding theorem of
discrete-time memoryless Gaussian channels, capacity of uncorrelated parallel Gaussian channels and the water-filling principle, capacity of correlated Gaussian channels, non-Gaussian discrete-time memoryless channels, capacity of band-limited (continuous-time) white Gaussian channels.

• Fundamentals of lossy source coding and joint source-channel coding: distortion measures, rate-distortion theorem for memoryless sources, rate-distortion theorem for stationary ergodic sources, rate-distortion function and its properties, rate-distortion function for memoryless Gaussian and Laplacian sources, lossy joint source-channel coding theorem, Shannon limit of communication systems.

• Overview on suprema and limits (Appendix A).

• Overview in probability and random processes (Appendix B): random variable and random process, statistical properties of random processes, Markov chains, convergence of sequences of random variables, ergodicity and laws of large numbers, central limit theorem, concavity and convexity, Jensen’s inequality, Lagrange multipliers and the Karush-Kuhn-Tucker conditions in constrained optimization.

The textbook grew out of the lecture notes of courses taught by the authors to senior undergraduate and graduate applied mathematics and electrical engineering students in the Department of Mathematics and Statistics, Queen’s University at Kingston, Ontario, Canada and in the Department of Electrical and Computer Engineering, National Chiao-Tung University, Taiwan. The text contains five rigorously developed core chapters (Chapters 2 to 6) on the subject, emphasizing the key topics of information measures, lossless and lossy data compression, channel coding and joint source-channel coding for single-user communications systems. It is well suited for introductory courses, ranging from 12 to 15 weeks. Two appendices covering necessary background material in real analysis and in probability and stochastic processes are also provided. Finally, a complete accompanying instructor’s solution manual is available upon request.

The authors are very much indebted to all people who provided comments on these lecture notes. Special thanks are devoted to Prof. Yungshiang S. Han from the Department of Electrical Engineering, National Taiwan University of Science and Technology, Taipei, Taiwan, for his enthusiasm in testing the text at his previous school (National Chi-Nan University) and his valuable feedback and to Professor Tamás Linder from the Department of Mathematics and Statistics, Queen’s University at Kingston, Ontario, Canada for his insightful comments.

Remarks to the reader: In the text, all assumptions, claims, conjectures, corollaries, definitions, examples, exercises, lemmas, observations, properties
and theorems are numbered under the same counter. For example, a lemma that immediately follows Theorem 2.1 is numbered as Lemma 2.2, instead of Lemma 2.1. Readers are welcome to submit comments to fady@mast.queensu.ca or to poning@faculty.nctu.edu.tw.
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Chapter 1

Introduction

1.1 Overview

Since its inception, the main role of Information Theory has been to provide the engineering and scientific communities with a mathematical framework for the theory of communication by establishing the fundamental limits on the performance of various communication systems. The birth of Information Theory was initiated with the publication of the groundbreaking works [246, 250] of Claude Elwood Shannon (1916-2001) who asserted that it is possible to send information-bearing signals at a fixed positive rate through a noisy communication channel with an arbitrarily small probability of error as long as the transmission rate is below a certain fixed quantity that depends on the channel statistical characteristics; he “baptized” this quantity with the name of channel capacity. He further proclaimed that random (stochastic) sources, representing data, speech or image signals, can be compressed distortion-free at a minimal rate given by the source’s intrinsic amount of information, which he called source entropy and defined in terms of the source statistics. He went on proving that if a source has an entropy that is less than the capacity of a communication channel, then the source can be reliably transmitted (with asymptotically vanishing probability of error) over the channel. He further generalized these “coding theorems” from the lossless (distortionless) to the lossy context where the source can be compressed and reproduced (possibly after channel transmission) within a tolerable distortion threshold [249].

Inspired and guided by the pioneering ideas of Shannon,¹ information theorists gradually expanded their interests beyond communication theory, and investigated fundamental questions in several other related fields. Among them we cite:

¹See [260] for accessing most of Shannon’s works, including his yet untapped doctoral dissertation on an algebraic framework for population genetics.
• statistical physics (thermodynamics, quantum information theory);
• computer science (algorithmic complexity, resolvability);
• probability theory (large deviations, limit theorems);
• statistics (hypothesis testing, multi-user detection, Fisher information, estimation);
• economics (gambling theory, investment theory);
• biology (biological information theory);
• cryptography (data security, watermarking);
• data networks (self-similarity, traffic regulation theory).

In this textbook, we focus our attention on the study of the basic theory of communication for single-user (point-to-point) systems for which Information Theory was originally conceived.

1.2 Communication system model

A simple block diagram of a general communication system is depicted in Figure 1.1.

Let us briefly describe the role of each block in the figure.

• **Source**: The source, which usually represents data or multimedia signals, is modelled as a random process (an introduction to random processes is provided in Appendix B). It can be discrete (finite or countable alphabet) or continuous (uncountable alphabet) in value and in time.

• **Source Encoder**: Its role is to represent the source in a compact fashion by removing its unnecessary or redundant content (i.e., by compressing it).

• **Channel Encoder**: Its role is to enable the reliable reproduction of the source encoder output after its transmission through a noisy communication channel. This is achieved by adding redundancy (using usually an algebraic structure) to the source encoder output.

• **Modulator**: It transforms the channel encoder output into a waveform suitable for transmission over the physical channel. This is typically accomplished by varying the parameters of a sinusoidal signal in proportion with the data provided by the channel encoder output.
Figure 1.1: Block diagram of a general communication system.

- **Physical Channel**: It consists of the noisy (or unreliable) medium that the transmitted waveform traverses. It is usually modelled via a sequence of conditional (or transition) probability distributions of receiving an output given that a specific input was sent.

- **Receiver Part**: It consists of the demodulator, the channel decoder and the source decoder where the reverse operations are performed. The destination represents the sink where the source estimate provided by the source decoder is reproduced.

In this text, we will model the concatenation of the modulator, physical channel and demodulator via a discrete-time\(^2\) channel with a given sequence of conditional probability distributions. Given a source and a discrete channel, our objectives will include determining the fundamental limits of how well we can construct a (source/channel) coding scheme so that:

- the smallest number of source encoder symbols can represent each source symbol distortion-free or within a prescribed distortion level \(D\), where \(D > 0\) and the channel is noiseless;

\(^2\)Except for a brief interlude with the continuous-time (waveform) Gaussian channel in Chapter 5, we will consider discrete-time communication systems throughout the text.
• the largest rate of information can be transmitted over a noisy channel between the channel encoder input and the channel decoder output with an arbitrarily small probability of decoding error;

• we can guarantee that the source is transmitted over a noisy channel and reproduced at the destination within distortion $D$, where $D > 0$.

We refer the reader to Appendix A for the necessary background on suprema and limits; in particular, Observation A.5 (resp. Observation A.11) provides a pertinent connection between the supremum (resp., infimum) of a set and the proof of a typical channel coding (resp., source coding) theorem in Information Theory. Finally, Appendix B provides an overview of basic concepts from probability theory and the theory of random processes that are used in the text. The appendix also contains a brief discussion of convexity, Jensen’s inequality and the Lagrange multipliers constrained optimization technique.
Chapter 2

Information Measures for Discrete Systems

In this chapter, we define Shannon’s information measures due for discrete-time discrete-alphabet\(^1\) systems from a probabilistic standpoint and develop their properties. Elucidating the operational significance of probabilistically defined information measures vis-a-vis the fundamental limits of coding constitutes a main objective of this book; this will be seen in the subsequent chapters.

2.1 Entropy, joint entropy and conditional entropy

2.1.1 Self-information

Let \( E \) be an event belonging to a given event space and having probability \( \Pr(E) \overset{\Delta}{=} p_E \), where \( 0 \leq p_E \leq 1 \). Let \( I(E) \) – called the self-information of \( E \) – represent the amount of information one gains when learning that \( E \) has occurred (or equivalently, the amount of uncertainty one had about \( E \) prior to learning that it has happened). A natural question to ask is “what properties should \( I(E) \) have?” Although the answer to this question may vary from person to person, here are some common properties that \( I(E) \) is reasonably expected to have.

1. \( I(E) \) should be a decreasing function of \( p_E \).

In other words, this property first states that \( I(E) = I(p_E) \), where \( I(\cdot) \) is a real-valued function defined over \([0, 1]\). Furthermore, one would expect that the less likely event \( E \) is, the more information is gained when one

---

\(^1\)By discrete alphabets, one usually means finite or countably infinite alphabets. We however mostly focus on finite alphabet systems, although the presented information measures allow for countable alphabets (when they exist).
learns it has occurred. In other words, $I(p_E)$ is a decreasing function of $p_E$.

2. $I(p_E)$ should be continuous in $p_E$.

Intuitively, one should expect that a small change in $p_E$ corresponds to a small change in the amount of information carried by $E$.

3. If $E_1$ and $E_2$ are independent events, then $I(E_1 \cap E_2) = I(E_1) + I(E_2)$, or equivalently, $I(p_{E_1} \times p_{E_2}) = I(p_{E_1}) + I(p_{E_2})$.

   This property declares that when events $E_1$ and $E_2$ are independent from each other (i.e., when they do not affect each other probabilistically), the amount of information one gains by learning that both events have jointly occurred should be equal to the sum of the amounts of information of each individual event.

Next, we show that the only function that satisfies properties 1-3 above is the logarithmic function.

**Theorem 2.1** The only function defined over $p \in [0, 1]$ and satisfying

1. $I(p)$ is monotonically decreasing in $p$;
2. $I(p)$ is a continuous function of $p$ for $0 \leq p \leq 1$;
3. $I(p_1 \times p_2) = I(p_1) + I(p_2)$;

is $I(p) = -c \cdot \log_b(p)$, where $c$ is a positive constant and the base $b$ of the logarithm is any number larger than one.

**Proof:**

**Step 1: Claim.** For $n = 1, 2, 3, \cdots$,

$$I \left( \frac{1}{n} \right) = -c \cdot \log_b \left( \frac{1}{n} \right),$$

where $c > 0$ is a constant.

**Proof:** First note that for $n = 1$, condition 3 directly shows the claim, since it yields that $I(1) = I(1) + I(1)$. Thus $I(1) = 0 = -c \log_b(1)$.

Now let $n$ be a fixed positive integer greater than 1. Conditions 1 and 3 respectively imply

$$n < m \Rightarrow I \left( \frac{1}{n} \right) < I \left( \frac{1}{m} \right) \quad (2.1.1)$$
and
\[ I \left( \frac{1}{mn} \right) = I \left( \frac{1}{m} \right) + I \left( \frac{1}{n} \right) \]  \hspace{1cm} (2.1.2)
where \( n, m = 1, 2, 3, \ldots \). Now using (2.1.2), we can show by induction (on \( k \)) that
\[ I \left( \frac{1}{n^k} \right) = k \cdot I \left( \frac{1}{n} \right) \]  \hspace{1cm} (2.1.3)
for all non-negative integers \( k \).
Now for any positive integer \( r \), there exists a non-negative integer \( k \) such that
\[ n^k \leq 2^r < n^{k+1}. \]
By (2.1.1), we obtain
\[ I \left( \frac{1}{n^k} \right) \leq I \left( \frac{1}{2^r} \right) < I \left( \frac{1}{n^{k+1}} \right), \]
which together with (2.1.3), yields
\[ k \cdot I \left( \frac{1}{n} \right) \leq r \cdot I \left( \frac{1}{2} \right) < (k + 1) \cdot I \left( \frac{1}{n} \right). \]
Hence, since \( I(1/n) > I(1) = 0 \),
\[ \frac{k}{r} \leq \frac{I(1/2)}{I(1/n)} \leq \frac{k + 1}{r}. \]
On the other hand, by the monotonicity of the logarithm, we obtain
\[ \log_b n^k \leq \log_b 2^r \leq \log_b n^{k+1} \iff \frac{k}{r} \leq \frac{\log_b(2)}{\log_b(n)} \leq \frac{k + 1}{r}. \]
Therefore,
\[ \left| \frac{\log_b(2)}{\log_b(n)} - \frac{I(1/2)}{I(1/n)} \right| < \frac{1}{r}. \]
Since \( n \) is fixed, and \( r \) can be made arbitrarily large, we can let \( r \to \infty \) to get:
\[ I \left( \frac{1}{n} \right) = c \cdot \log_b(n). \]
where \( c = I(1/2)/\log_b(2) > 0 \). This completes the proof of the claim.
Step 2: Claim. \( I(p) = -c \cdot \log_b(p) \) for positive rational number \( p \), where \( c > 0 \) is a constant.

Proof: A positive rational number \( p \) can be represented by a ratio of two integers, i.e., \( p = r/s \), where \( r \) and \( s \) are both positive integers. Then condition 3 yields that

\[
I\left(\frac{1}{s}\right) = I\left(\frac{r}{s} \cdot \frac{1}{r}\right) = I\left(\frac{r}{s}\right) + I\left(\frac{1}{r}\right),
\]

which, from Step 1, implies that

\[
I(p) = I\left(\frac{r}{s}\right) = I\left(\frac{1}{s}\right) - I\left(\frac{1}{r}\right) = c \cdot \log_b s - c \cdot \log_b r = -c \cdot \log_b p.
\]

Step 3: For any \( p \in [0, 1] \), it follows by continuity and the density of the rationals in the reals that

\[
I(p) = \lim_{a \uparrow p, \text{ a rational}} I(a) = \lim_{b \downarrow p, \text{ b rational}} I(b) = -c \cdot \log_b(p).
\]

The constant \( c \) above is by convention normalized to \( c = 1 \). Furthermore, the base \( b \) of the logarithm determines the type of units used in measuring information. When \( b = 2 \), the amount of information is expressed in bits (i.e., binary digits). When \( b = e \) – i.e., the natural logarithm (ln) is used – information is measured in nats (i.e., natural units or digits). For example, if the event \( E \) concerns a Heads outcome from the toss of a fair coin, then its self-information is \( I(E) = -\log_2(1/2) = 1 \) bit or \( -\ln(1/2) = 0.693 \) nats.

More generally, under base \( b > 1 \), information is in \( b \)-ary units or digits. For the sake of simplicity, we will throughout use the base-2 logarithm unless otherwise specified. Note that one can easily convert information units from bits to \( b \)-ary units by dividing the former by \( \log_2(b) \).

2.1.2 Entropy

Let \( X \) be a discrete random variable taking values in a finite alphabet \( \mathcal{X} \) under a probability distribution or probability mass function (pmf) \( P_X(x) \triangleq P[X = x] \) for all \( x \in \mathcal{X} \). Note that \( X \) generically represents a memoryless source, which is a discrete-time random process \( \{X_n\}_{n=1}^{\infty} \) with independent and identically distributed (i.i.d.) random variables (cf. Appendix B).²

²We will interchangeably use the notations \( \{X_n\}_{n=1}^{\infty} \) and \( \{X_n\} \) to denote discrete-time random processes.
Definition 2.2 (Entropy) The entropy of a discrete random variable $X$ with pmf $P_X(\cdot)$ is denoted by $H(X)$ or $H(P_X)$ and defined by

$$H(X) \triangleq -\sum_{x \in \mathcal{X}} P_X(x) \cdot \log_2 P_X(x) \text{ (bits)}.$$ 

Thus $H(X)$ represents the statistical average (mean) amount of information one gains when learning that one of its $|\mathcal{X}|$ outcomes has occurred, where $|\mathcal{X}|$ denotes the size of alphabet $\mathcal{X}$. Indeed, we directly note from the definition that

$$H(X) = E[-\log_2 P_X(X)] = E[I(X)]$$

where $I(x) \triangleq -\log_2 P_X(x)$ is the self-information of the elementary event $[X = x]$.

When computing the entropy, we adopt the convention

$$0 \cdot \log_2 0 = 0,$$

which can be justified by a continuity argument since $x \log_2 x \to 0$ as $x \to 0$. Also note that $H(X)$ only depends on the probability distribution of $X$ and is not affected by the symbols that represent the outcomes. For example when tossing a fair coin, we can denote Heads by 2 (instead of 1) and Tail by 100 (instead of 0), and the entropy of the random variable representing the outcome would remain equal to $\log_2(2) = 1$ bit.

Example 2.3 Let $X$ be a binary (valued) random variable with alphabet $\mathcal{X} = \{0, 1\}$ and pmf given by $P_X(1) = p$ and $P_X(0) = 1 - p$, where $0 \leq p \leq 1$ is fixed. Then $H(X) = -p \cdot \log_2 p - (1 - p) \cdot \log_2 (1 - p)$. This entropy is conveniently called the binary entropy function and is usually denoted by $h_b(p)$: it is illustrated in Figure 2.1. As shown in the figure, $h_b(p)$ is maximized for a uniform distribution (i.e., $p = 1/2$).

The units for $H(X)$ above are in bits as base-2 logarithm is used. Setting

$$H_D(X) \triangleq -\sum_{x \in \mathcal{X}} P_X(x) \cdot \log_D P_X(x)$$

yields the entropy in $D$-ary units, where $D > 1$. Note that we abbreviate $H_2(X)$ as $H(X)$ throughout the book since bits are common measure units for a coding system, and hence

$$H_D(X) = \frac{H(X)}{\log_2 D}.$$ 

Thus

$$H_e(X) = \frac{H(X)}{\log_2(e)} = (\ln 2) \cdot H(X)$$

gives the entropy in nats, where $e$ is the base of the natural logarithm.
2.1.3 Properties of entropy

When developing or proving the basic properties of entropy (and other information measures), we will often use the following fundamental inequality on the logarithm (its proof is left as an exercise).

**Lemma 2.4 (Fundamental inequality (FI))** For any $x > 0$ and $D > 1$, we have that
\[
\log_D(x) \leq \log_D(e) \cdot (x - 1)
\]
with equality if and only if (iff) $x = 1$.

Setting $y = 1/x$ and using FI above directly yield that for any $y > 0$, we also have that
\[
\log_D(y) \geq \log_D(e) \left(1 - \frac{1}{y}\right),
\]
also with equality iff $y = 1$. In the above the base-$D$ logarithm was used. Specifically, for a logarithm with base-2, the above inequalities become
\[
\log_2(e) \left(1 - \frac{1}{x}\right) \leq \log_2(x) \leq \log_2(e) \cdot (x - 1)
\]
with equality iff $x = 1$.

**Lemma 2.5 (Non-negativity)** $H(X) \geq 0$. Equality holds iff $X$ is deterministic (when $X$ is deterministic, the uncertainty of $X$ is obviously zero).
Proof: $0 \leq P_X(x) \leq 1$ implies that $\log_2[1/P_X(x)] \geq 0$ for every $x \in \mathcal{X}$. Hence,

$$H(X) = \sum_{x \in \mathcal{X}} P_X(x) \log_2 \frac{1}{P_X(x)} \geq 0,$$

with equality holding iff $P_X(x) = 1$ for some $x \in \mathcal{X}$. \hfill \square

**Lemma 2.6 (Upper bound on entropy)** If a random variable $X$ takes values from a finite set $\mathcal{X}$, then

$$H(X) \leq \log_2 |\mathcal{X}|,$$

where $|\mathcal{X}|$ denotes the size of the set $\mathcal{X}$. Equality holds iff $X$ is equiprobable or uniformly distributed over $\mathcal{X}$ (i.e., $P_X(x) = \frac{1}{|\mathcal{X}|}$ for all $x \in \mathcal{X}$).

**Proof:**

$$\log_2 |\mathcal{X}| - H(X) = \log_2 |\mathcal{X}| \times \left[ \sum_{x \in \mathcal{X}} P_X(x) \right] - \left[ - \sum_{x \in \mathcal{X}} P_X(x) \log_2 P_X(x) \right]$$

$$= \sum_{x \in \mathcal{X}} P_X(x) \times \log_2 |\mathcal{X}| + \sum_{x \in \mathcal{X}} P_X(x) \log_2 P_X(x)$$

$$= \sum_{x \in \mathcal{X}} P_X(x) \log_2[|\mathcal{X}| \times P_X(x)]$$

$$\geq \sum_{x \in \mathcal{X}} P_X(x) \cdot \log_2(e) \left( 1 - \frac{1}{|\mathcal{X}| \times P_X(x)} \right)$$

$$= \log_2(e) \sum_{x \in \mathcal{X}} \left( P_X(x) - \frac{1}{|\mathcal{X}|} \right)$$

$$= \log_2(e) \cdot (1 - 1) = 0$$

where the inequality follows from the FI Lemma, with equality iff $(\forall x \in \mathcal{X})$, $|\mathcal{X}| \times P_X(x) = 1$, which means $P_X(\cdot)$ is a uniform distribution on $\mathcal{X}$. \hfill \square

Intuitively, $H(X)$ tells us how random $X$ is. Indeed, $X$ is deterministic (not random at all) iff $H(X) = 0$. If $X$ is uniform (equiprobable), $H(X)$ is maximized, and is equal to $\log_2 |\mathcal{X}|$.

**Lemma 2.7 (Log-sum inequality)** For non-negative numbers, $a_1, a_2, \ldots, a_n$ and $b_1, b_2, \ldots, b_n$,

$$\sum_{i=1}^{n} \left( a_i \log_D \frac{a_i}{b_i} \right) \geq \left( \sum_{i=1}^{n} a_i \right) \log_D \frac{\sum_{i=1}^{n} a_i}{\sum_{i=1}^{n} b_i} \quad (2.1.4)$$

with equality holding iff, $(\forall 1 \leq i \leq n) (a_i/b_i) = (a_1/b_1)$, a constant independent of $i$. (By convention, $0 \cdot \log_D(0) = 0$, $0 \cdot \log_D(0/0) = 0$ and $a \cdot \log_D(a/0) = \infty$ if $a > 0$. Again, this can be justified by “continuity.”)
Proof: Let \( a \triangleq \sum_{i=1}^{n} a_i \) and \( b \triangleq \sum_{i=1}^{n} b_i \). Then

\[
\sum_{i=1}^{n} a_i \log_D \frac{a_i}{b_i} - a \log_D \frac{a}{b} = a \left[ \sum_{i=1}^{n} \frac{a_i}{a} \log_D \frac{a_i}{b_i} - \left( \sum_{i=1}^{n} \frac{a_i}{a} \right) \log_D \frac{a}{b} \right]
\]

\[
= a \sum_{i=1}^{n} \frac{a_i}{a} \log_D \left[ \frac{a_i b}{b_i a} \right]
\]

\[
\geq a \log_D(e) \sum_{i=1}^{n} \frac{a_i}{a} \left[ 1 - \frac{b_i a}{a_i b} \right]
\]

\[
= a \log_D(e) \left( \sum_{i=1}^{n} \frac{a_i}{a} - \sum_{i=1}^{n} \frac{b_i}{b} \right)
\]

\[
= a \log_D(e) (1 - 1) = 0
\]

where the inequality follows from the FI Lemma, with equality holding iff \( \frac{a_i b}{b_i a} = 1 \) for all \( i \); i.e., \( \frac{a_i}{b_i} = \frac{a}{b} \) \( \forall i \).

We also provide another proof using Jensen’s inequality (cf. Theorem B.18 in Appendix B). Without loss of generality, assume that \( a_i > 0 \) and \( b_i > 0 \) for every \( i \). Jensen’s inequality states that

\[
\sum_{i=1}^{n} \alpha_i f(t_i) \geq f \left( \sum_{i=1}^{n} \alpha_i t_i \right)
\]

for any strictly convex function \( f(\cdot) \), \( \alpha_i \geq 0 \), and \( \sum_{i=1}^{n} \alpha_i = 1 \); equality holds iff \( t_i \) is a constant for all \( i \). Hence by setting \( \alpha_i = b_i / \sum_{j=1}^{n} b_j \), \( t_i = a_i / b_i \), and \( f(t) = t \cdot \log_D(t) \), we obtain the desired result. \( \square \)

### 2.1.4 Joint entropy and conditional entropy

Given a pair of random variables \((X, Y)\) with a joint pmf \( P_{X,Y}(\cdot, \cdot) \) defined on \( \mathcal{X} \times \mathcal{Y} \), the self-information of the (two-dimensional) elementary event \([X = x, Y = y]\) is defined by

\[
I(x, y) \triangleq - \log_2 P_{X,Y}(x, y).
\]

This leads us to the definition of joint entropy.

\(^3\text{Note that } P_{X,Y}(\cdot, \cdot) \text{ is another common notation for the joint distribution } P_{X,Y}(\cdot, \cdot).\)
Definition 2.8 (Joint entropy) The joint entropy $H(X, Y)$ of random variables $(X, Y)$ is defined by

$$H(X, Y) \triangleq - \sum_{(x, y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x, y) \cdot \log_2 P_{X,Y}(x, y) = E[- \log_2 P_{X,Y}(X, Y)].$$

The conditional entropy can also be similarly defined as follows.

Definition 2.9 (Conditional entropy) Given two jointly distributed random variables $X$ and $Y$, the conditional entropy $H(Y | X)$ of $Y$ given $X$ is defined by

$$H(Y | X) \triangleq \sum_{x \in \mathcal{X}} P_X(x) \left( - \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) \cdot \log_2 P_{Y|X}(y|x) \right)$$

where $P_{Y|X}(\cdot | \cdot)$ is the conditional pmf of $Y$ given $X$.

Equation (2.1.5) can be written into three different but equivalent forms:

$$H(Y | X) = - \sum_{(x, y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x, y) \cdot \log_2 P_{Y|X}(y|x)$$

$$= E[- \log_2 P_{Y|X}(Y | X)]$$

$$= \sum_{x \in \mathcal{X}} P_X(x) \cdot H(Y | X = x)$$

where $H(Y | X = x) \triangleq - \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) \log_2 P_{Y|X}(y|x)$.

The relationship between joint entropy and conditional entropy is exhibited by the fact that the entropy of a pair of random variables is the entropy of one plus the conditional entropy of the other.

Theorem 2.10 (Chain rule for entropy)

$$H(X, Y) = H(X) + H(Y | X).$$

Proof: Since

$$P_{X,Y}(x, y) = P_X(x)P_{Y|X}(y|x),$$

we directly obtain that

$$H(X, Y) = E[- \log P_{X,Y}(X, Y)]$$

$$= E[- \log_2 P_X(X)] + E[- \log_2 P_{Y|X}(Y | X)]$$

$$= H(X) + H(Y | X).$$
By its definition, joint entropy is commutative; i.e., $H(X, Y) = H(Y, X)$. Hence,

$$H(X, Y) = H(X) + H(Y|X) = H(Y) + H(X|Y) = H(Y, X),$$

which implies that

$$H(X) - H(X|Y) = H(Y) - H(Y|X).$$  \hspace{1em} (2.1.7)

The above quantity is exactly equal to the mutual information which will be introduced in the next section.

The conditional entropy can be thought of in terms of a channel whose input is the random variable $X$ and whose output is the random variable $Y$. $H(X|Y)$ is then called the *equivocation*\(^4\) and corresponds to the uncertainty in the channel input from the receiver’s point-of-view. For example, suppose that the set of possible outcomes of random vector $(X, Y)$ is $\{(0, 0), (0, 1), (1, 0), (1, 1)\}$, where none of the elements has zero probability mass. When the receiver $Y$ receives 1, he still cannot determine exactly what the sender $X$ observes (it could be either 1 or 0); therefore, the uncertainty, from the receiver’s view point, depends on the probabilities $P_{X|Y}(0|1)$ and $P_{X|Y}(1|1)$.

Similarly, $H(Y|X)$, which is called *prevarication*,\(^5\) is the uncertainty in the channel output from the transmitter’s point-of-view. In other words, the sender knows exactly what he sends, but is uncertain on what the receiver will finally obtain.

A case that is of specific interest is when $H(X|Y) = 0$. By its definition, $H(X|Y) = 0$ if $X$ becomes deterministic after observing $Y$. In such case, the uncertainty of $X$ after giving $Y$ is completely zero.

The next corollary can be proved similarly to Theorem 2.10.

**Corollary 2.11 (Chain rule for conditional entropy)**


### 2.1.5 Properties of joint entropy and conditional entropy

**Lemma 2.12 (Conditioning never increases entropy)** Side information $Y$ decreases the uncertainty about $X$:

$$H(X|Y) \leq H(X)$$

\(^4\)Equivocation is an ambiguous statement one uses deliberately in order to deceive or avoid speaking the truth.

\(^5\)Prevarication is the deliberate act of deviating from the truth (it is a synonym of “equivocation”).
with equality holding iff $X$ and $Y$ are independent. In other words, “conditioning” reduces entropy.

**Proof:**

\[
H(X) - H(X|Y) = \sum_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x,y) \cdot \log_2 \frac{P_{X,Y}(x,y)}{P_X(x)}
\]

\[
= \sum_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x,y) \cdot \log_2 \frac{P_{X|Y}(x|y)P_Y(y)}{P_X(x)P_Y(y)}
\]

\[
= \sum_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x,y) \cdot \log_2 \frac{P_{X,Y}(x,y)}{P_X(x)P_Y(y)}
\]

\[
\geq \left( \sum_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x,y) \right) \log_2 \frac{\sum_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_{X,Y}(x,y)}{\sum_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_X(x)P_Y(y)}
\]

\[
= 0
\]

where the inequality follows from the log-sum inequality, with equality holding iff

\[
\frac{P_{X,Y}(x,y)}{P_X(x)P_Y(y)} = \text{constant} \quad \forall (x,y) \in \mathcal{X} \times \mathcal{Y}.
\]

Since probability must sum to 1, the above constant equals 1, which is exactly the case of $X$ being independent of $Y$. \qed

**Lemma 2.13** Entropy is additive for independent random variables; i.e.,

\[
H(X, Y) = H(X) + H(Y)
\]

for independent $X$ and $Y$.

**Proof:** By the previous lemma, independence of $X$ and $Y$ implies $H(Y|X) = H(Y)$. Hence

\[
H(X, Y) = H(X) + H(Y|X) = H(X) + H(Y).
\]

Since conditioning never increases entropy, it follows that

\[
H(X, Y) = H(X) + H(Y|X) \leq H(X) + H(Y).
\]

(2.1.8)

The above lemma tells us that equality holds for (2.1.8) only when $X$ is independent of $Y$.

A result similar to (2.1.8) also applies to conditional entropy.
Lemma 2.14 Conditional entropy is lower additive; i.e.,

\[ H(X_1, X_2|Y_1, Y_2) \leq H(X_1|Y_1) + H(X_2|Y_2). \]

Equality holds iff

\[ P_{X_1, X_2|Y_1, Y_2}(x_1, x_2|y_1, y_2) = P_{X_1|Y_1}(x_1|y_1)P_{X_2|Y_2}(x_2|y_2) \]

for all \( x_1, x_2, y_1 \) and \( y_2 \).

Proof: Using the chain rule for conditional entropy and the fact that conditioning reduces entropy, we can write

\[
H(X_1, X_2|Y_1, Y_2) = H(X_1|Y_1, Y_2) + H(X_2|X_1, Y_1, Y_2) \\
\leq H(X_1|Y_1, Y_2) + H(X_2|Y_1, Y_2), \quad (2.1.9) \\
\leq H(X_1|Y_1) + H(X_2|Y_2). \quad (2.1.10)
\]

For (2.1.9), equality holds iff \( X_1 \) and \( X_2 \) are conditionally independent given \( Y_1, Y_2 \):

\[
P_{X_1, X_2|Y_1, Y_2}(x_1, x_2|y_1, y_2) = P_{X_1|Y_1}(x_1|y_1)P_{X_2|Y_2}(x_2|y_2).
\]

For (2.1.10), equality holds iff \( X_1 \) is conditionally independent of \( Y_2 \) given \( Y_1 \) (i.e., \( P_{X_1|Y_1, Y_2}(x_1|y_1, y_2) = P_{X_1|Y_1}(x_1|y_1) \)), and \( X_2 \) is conditionally independent of \( Y_1 \) given \( Y_2 \) (i.e., \( P_{X_2|Y_1, Y_2}(x_2|y_1, y_2) = P_{X_2|Y_2}(x_2|y_2) \)). Hence, the desired equality condition of the lemma is obtained. \( \square \)

2.2 Mutual information

For two random variables \( X \) and \( Y \), the mutual information between \( X \) and \( Y \) is the reduction in the uncertainty of \( Y \) due to the knowledge of \( X \) (or vice versa). A dual definition of mutual information states that it is the average amount of information that \( Y \) has (or contains) about \( X \) or \( X \) has (or contains) about \( Y \).

We can think of the mutual information between \( X \) and \( Y \) in terms of a channel whose input is \( X \) and whose output is \( Y \). Thereby the reduction of the uncertainty is by definition the total uncertainty of \( X \) (i.e., \( H(X) \)) minus the uncertainty of \( X \) after observing \( Y \) (i.e., \( H(X|Y) \)). Mathematically, it is

\[
\text{mutual information} = I(X;Y) \triangleq H(X) - H(X|Y). \quad (2.2.1)
\]

It can be easily verified from (2.1.7) that mutual information is symmetric; i.e.,

\[
I(X;Y) = I(Y;X).
\]
2.2.1 Properties of mutual information

Lemma 2.15

1. \( I(X;Y) = \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{X,Y}(x,y) \log_2 \frac{P_{X,Y}(x,y)}{P_X(x)P_Y(y)} \).

2. \( I(X;Y) = I(Y;X) \).

3. \( I(X;Y) = H(X) + H(Y) - H(X,Y) \).

4. \( I(X;Y) \leq H(X) \) with equality holding iff \( X \) is a function of \( Y \) (i.e., \( X = f(Y) \) for some function \( f(\cdot) \)).

5. \( I(X;Y) \geq 0 \) with equality holding iff \( X \) and \( Y \) are independent.

6. \( I(X;Y) \leq \min\{\log_2 |\mathcal{X}|, \log_2 |\mathcal{Y}|\} \).

\textbf{Proof:} Properties 1, 2, 3, and 4 follow immediately from the definition. Property 5 is a direct consequence of Lemma 2.12. Property 6 holds iff \( I(X;Y) \leq \log_2 |\mathcal{X}| \) and \( I(X;Y) \leq \log_2 |\mathcal{Y}| \). To show the first inequality, we write \( I(X;Y) = H(X) - H(X|Y) \), use the fact that \( H(X|Y) \) is non-negative and apply Lemma 2.6. A similar proof can be used to show that \( I(X;Y) \leq \log_2 |\mathcal{Y}| \). \( \square \)

The relationships between \( H(X), H(Y), H(X,Y), H(X|Y), H(Y|X) \) and \( I(X;Y) \) can be illustrated by the Venn diagram in Figure 2.2.
2.2.2 Conditional mutual information

The conditional mutual information, denoted by $I(X;Y|Z)$, is defined as the common uncertainty between $X$ and $Y$ under the knowledge of $Z$. It is mathematically defined by

$$I(X;Y|Z) \triangleq H(X|Z) - H(X|Y, Z). \quad (2.2.2)$$

Lemma 2.16 (Chain rule for mutual information)

$$I(X;Y,Z) = I(X;Y) + I(X;Z|Y) = I(X;Z) + I(X;Y|Z).$$

Proof: Without loss of generality, we only prove the first equality:

$$I(X;Y,Z) = H(X) - H(X|Y,Z) = H(X) - H(X|Y) + H(X|Y) - H(X|Y,Z) = I(X;Y) + I(X;Z|Y).$$

The above lemma can be read as: the information that $(Y,Z)$ has about $X$ is equal to the information that $Y$ has about $X$ plus the information that $Z$ has about $X$ when $Y$ is already known.

2.3 Properties of entropy and mutual information for multiple random variables

Theorem 2.17 (Chain rule for entropy) Let $X_1, X_2, \ldots, X_n$ be drawn according to $P_{X^n}(x^n) \triangleq P_{X_1,\ldots,X_n}(x_1, \ldots, x_n)$, where we use the common superscript notation to denote an $n$-tuple: $X^n \triangleq (X_1, \ldots, X_n)$ and $x^n \triangleq (x_1, \ldots, x_n)$. Then

$$H(X_1, X_2, \ldots, X_n) = \sum_{i=1}^{n} H(X_i|X_{i-1}, \ldots, X_1),$$

where $H(X_i|X_{i-1}, \ldots, X_1) \triangleq H(X_1)$ for $i = 1$. (The above chain rule can also be written as:

$$H(X^n) = \sum_{i=1}^{n} H(X_i|X^{i-1}),$$

where $X^i \triangleq (X_1, \ldots, X_i)$.)
Proof: From (2.1.6),

\[ H(X_1, X_2, \ldots, X_n) = H(X_1, X_2, \ldots, X_{n-1}) + H(X_n|X_{n-1}, \ldots, X_1). \quad (2.3.1) \]

Once again, applying (2.1.6) to the first term of the right-hand-side of (2.3.1), we have

\[ H(X_1, X_2, \ldots, X_{n-1}) = H(X_1, X_2, \ldots, X_{n-2}) + H(X_{n-1}|X_{n-2}, \ldots, X_1). \]

The desired result can then be obtained by repeatedly applying (2.1.6).

\[ \square \]

**Theorem 2.18 (Chain rule for conditional entropy)**

\[ H(X_1, X_2, \ldots, X_n|Y) = \sum_{i=1}^{n} H(X_i|X_{i-1}, \ldots, X_1, Y). \]

Proof: The theorem can be proved similarly to Theorem 2.17.

\[ \square \]

**Theorem 2.19 (Chain rule for mutual information)**

\[ I(X_1, X_2, \ldots, X_n; Y) = \sum_{i=1}^{n} I(X_i; Y|X_{i-1}, \ldots, X_1), \]

where \( I(X_i; Y|X_{i-1}, \ldots, X_1) \triangleq I(X_1; Y) \) for \( i = 1 \).

Proof: This can be proved by first expressing mutual information in terms of entropy and conditional entropy, and then applying the chain rules for entropy and conditional entropy.

\[ \square \]

**Theorem 2.20 (Independence bound on entropy)**

\[ H(X_1, X_2, \ldots, X_n) \leq \sum_{i=1}^{n} H(X_i). \]

Equality holds iff all the \( X_i \)'s are independent from each other.\(^6\)

\(^6\)This condition is equivalent to requiring that \( X_i \) be independent of \( (X_{i-1}, \ldots, X_1) \) for all \( i \). The equivalence can be directly proved using the chain rule for joint probabilities, i.e.,

\[ P_{X^n}(x^n) = \prod_{i=1}^{n} P_{X_i|X_{i-1}}(x_i|x_{i-1}^{i-1}); \] it is left as an exercise.
**Proof:** By applying the chain rule for entropy,

\[
H(X_1, X_2, \ldots, X_n) = \sum_{i=1}^{n} H(X_i|X_{i-1}, \ldots, X_1) \leq \sum_{i=1}^{n} H(X_i).
\]

Equality holds iff each conditional entropy is equal to its associated entropy, that is, iff \( X_i \) is independent of \((X_{i-1}, \ldots, X_1)\) for all \( i \).

**Theorem 2.21 (Bound on mutual information)** If \( \{(X_i, Y_i)\}_{i=1}^{n} \) is a process satisfying the conditional independence assumption \( P_{Y^n|X^n} = \prod_{i=1}^{n} P_{Y_i|X_i} \), then

\[
I(X_1, \ldots, X_n; Y_1, \ldots, Y_n) \leq \sum_{i=1}^{n} I(X_i; Y_i)
\]

with equality holding iff \( \{X_i\}_{i=1}^{n} \) are independent.

**Proof:** From the independence bound on entropy, we have

\[
H(Y_1, \ldots, Y_n) \leq \sum_{i=1}^{n} H(Y_i).
\]

By the conditional independence assumption, we have

\[
H(Y_1, \ldots, Y_n|X_1, \ldots, X_n) = E \left[ -\log_2 P_{Y^n|X^n}(Y^n|X^n) \right]
\]

\[
= E \left[ -\sum_{i=1}^{n} \log_2 P_{Y_i|X_i}(Y_i|X_i) \right]
\]

\[
= \sum_{i=1}^{n} H(Y_i|X_i).
\]

Hence

\[
I(X^n; Y^n) = H(Y^n) - H(Y^n|X^n) \leq \sum_{i=1}^{n} H(Y_i) - \sum_{i=1}^{n} H(Y_i|X_i)
\]

\[
= \sum_{i=1}^{n} I(X_i; Y_i)
\]

with equality holding iff \( \{Y_i\}_{i=1}^{n} \) are independent, which holds iff \( \{X_i\}_{i=1}^{n} \) are independent. \( \square \)
2.4 Data processing inequality

Lemma 2.22 (Data processing inequality) (This is also called the data processing lemma.) If $X \rightarrow Y \rightarrow Z$, then $I(X;Y) \geq I(X;Z)$.

**Proof:** The Markov chain relationship $X \rightarrow Y \rightarrow Z$ means that $X$ and $Z$ are conditional independent given $Y$ (cf. Appendix B); we directly have that $I(X;Z|Y) = 0$. By the chain rule for mutual information,

\[
I(X;Z) + I(X;Y|Z) = I(X;Y, Z) = I(X;Y) + I(X;Z|Y) = I(X;Y).
\]

Since $I(X;Y|Z) \geq 0$, we obtain that $I(X;Y) \geq I(X;Z)$ with equality holding iff $I(X;Y|Z) = 0$. \hfill \Box

The data processing inequality means that the mutual information will not increase after processing. This result is somewhat counter-intuitive since given two random variables $X$ and $Y$, we might believe that applying a well-designed processing scheme to $Y$, which can be generally represented by a mapping $g(Y)$, could possibly increase the mutual information. However, for any $g(\cdot)$, $X \rightarrow Y \rightarrow g(Y)$ forms a Markov chain which implies that data processing cannot increase mutual information. A communication context for the data processing lemma is depicted in Figure 2.3, and summarized in the next corollary.

**Corollary 2.23** For jointly distributed random variables $X$ and $Y$ and any function $g(\cdot)$, we have $X \rightarrow Y \rightarrow g(Y)$ and

\[
I(X;Y) \geq I(X;g(Y)).
\]

We also note that if $Z$ obtains all the information about $X$ through $Y$, then knowing $Z$ will not help increase the mutual information between $X$ and $Y$; this is formalized in the following.
Corollary 2.24 If $X \to Y \to Z$, then
\[ I(X; Y|Z) \leq I(X; Y). \]

**Proof:** The proof directly follows from (2.4.1) and (2.4.2).

It is worth pointing out that it is possible that $I(X; Y|Z) > I(X; Y)$ when $X$, $Y$ and $Z$ do not form a Markov chain. For example, let $X$ and $Y$ be independent equiprobable binary zero-one random variables, and let $Z = X + Y$. Then,
\[
I(X; Y|Z) = H(X|Z) - H(X|Y, Z) = P_Z(0)H(X|z = 0) + P_Z(1)H(X|z = 1) + P_Z(2)H(X|z = 2) = 0 + 0.5 + 0 = 0.5 \text{ bits,}
\]
which is clearly larger than $I(X; Y) = 0$.

Finally, we observe that we can extend the data processing inequality for a sequence of random variables forming a Markov chain:

Corollary 2.25 If $X_1 \to X_2 \to \cdots \to X_n$, then for any $i, j, k, l$ such that $1 \leq i \leq j \leq k \leq l \leq n$, we have that
\[ I(X_i; X_l) \leq I(X_j; X_k). \]

### 2.5 Fano’s inequality

Fano’s inequality is a quite useful tool widely employed in Information Theory to prove converse results for coding theorems (as we will see in the following chapters).

**Lemma 2.26 (Fano’s inequality)** Let $X$ and $Y$ be two random variables, correlated in general, with alphabets $\mathcal{X}$ and $\mathcal{Y}$, respectively, where $\mathcal{X}$ is finite but $\mathcal{Y}$ can be countably infinite. Let $\hat{X} \triangleq g(Y)$ be an estimate of $X$ from observing $Y$, where $g : \mathcal{Y} \to \mathcal{X}$ is a given estimation function. Define the probability of error as
\[ P_e \triangleq \Pr[\hat{X} \neq X]. \]

Then the following inequality holds
\[ H(X|Y) \leq h_b(P_e) + P_e \cdot \log_2(|\mathcal{X}| - 1), \quad (2.5.1) \]
where $h_b(x) \triangleq -x \log_2 x - (1-x) \log_2 (1-x)$ for $0 \leq x \leq 1$ is the binary entropy function.
Observation 2.27

- Note that when $P_e = 0$, we obtain that $H(X|Y) = 0$ (see (2.5.1)) as intuition suggests, since if $P_e = 0$, then $\hat{X} = g(Y) = X$ (with probability 1) and thus $H(X|Y) = H(g(Y)|Y) = 0$.

- Fano’s inequality yields upper and lower bounds on $P_e$ in terms of $H(X|Y)$. This is illustrated in Figure 2.4, where we plot the region for the pairs $(P_e, H(X|Y))$ that are permissible under Fano’s inequality. In the figure, the boundary of the permissible (dashed) region is given by the function

$$ f(P_e) \triangleq h_b(P_e) + P_e \cdot \log_2(|\mathcal{X}| - 1), $$

the right-hand side of (2.5.1). We obtain that when

$$ \log_2(|\mathcal{X}| - 1) < H(X|Y) \leq \log_2(|\mathcal{X}|), $$

$P_e$ can be upper and lower bounded as follows:

$$ 0 < \inf\{a : f(a) \geq H(X|Y)\} \leq P_e \leq \sup\{a : f(a) \geq H(X|Y)\} < 1. $$

Furthermore, when

$$ 0 < H(X|Y) \leq \log_2(|\mathcal{X}| - 1), $$

only the lower bound holds:

$$ P_e \geq \inf\{a : f(a) \geq H(X|Y)\} > 0. $$

Thus for all non-zero values of $H(X|Y)$, we obtain a lower bound (of the same form above) on $P_e$: the bound implies that if $H(X|Y)$ is bounded away from zero, $P_e$ is also bounded away from zero.

- A weaker but simpler version of Fano’s inequality can be directly obtained from (2.5.1) by noting that $h_b(P_e) \leq 1$:

$$ H(X|Y) \leq 1 + P_e \log_2(|\mathcal{X}| - 1), \quad (2.5.2) $$

which in turn yields that

$$ P_e \geq \frac{H(X|Y) - 1}{\log_2(|\mathcal{X}| - 1)} \quad (\text{for } |\mathcal{X}| > 2) $$

which is weaker than the above lower bound on $P_e$. 
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Proof of Lemma 2.26:

Define a new random variable,

\[ E \triangleq \begin{cases} 
1, & \text{if } g(Y) \neq X \\
0, & \text{if } g(Y) = X 
\end{cases} \]

Then using the chain rule for conditional entropy, we obtain

\[
H(E, X|Y) = H(X|Y) + H(E|X, Y) \\
= H(E|Y) + H(X|E, Y).
\]

Observe that \( E \) is a function of \( X \) and \( Y \); hence, \( H(E|X, Y) = 0 \). Since conditioning never increases entropy, \( H(E|Y) \leq H(E) = h_b(P_e) \). The remaining term, \( H(X|E, Y) \), can be bounded as follows:

\[
H(X|E, Y) = \Pr[E = 0]H(X|Y, E = 0) + \Pr[E = 1]H(X|Y, E = 1) \\
\leq (1 - P_e) \cdot 0 + P_e \cdot \log_2(|X| - 1),
\]

since \( X = g(Y) \) for \( E = 0 \), and given \( E = 1 \), we can upper bound the conditional entropy by the logarithm of the number of remaining outcomes, i.e., \((|X| - 1)\).

Combining these results completes the proof. \( \square \)

Fano’s inequality cannot be improved in the sense that the lower bound, \( H(X|Y) \), can be achieved for some specific cases. Any bound that can be
achieved in some cases is often referred to as sharp.\footnote{Definition. A bound is said to be \textit{sharp} if the bound is achievable for \textit{some specific} cases. A bound is said to be \textit{tight} if the bound is achievable for \textit{all} cases.} From the proof of the above lemma, we can observe that equality holds in Fano’s inequality, if \( H(E|Y) = H(E) \) and \( H(X|Y, E = 1) = \log_2(|\mathcal{X}| - 1) \). The former is equivalent to \( E \) being independent of \( Y \), and the latter holds iff \( P_{X|Y}(\cdot|y) \) is uniformly distributed over the set \( \mathcal{X} - \{g(y)\} \). We can therefore create an example in which equality holds in Fano’s inequality.

**Example 2.28** Suppose that \( X \) and \( Y \) are two independent random variables which are both uniformly distributed on the alphabet \( \{0, 1, 2\} \). Let the estimating function be given by \( g(y) = y \). Then

\[
P_e = \Pr[g(Y) \neq X] = \Pr[Y \neq X] = 1 - \sum_{x=0}^{2} P_X(x)P_Y(x) = \frac{2}{3}.
\]

In this case, equality is achieved in Fano’s inequality, i.e.,

\[
h_b\left(\frac{2}{3}\right) + \frac{2}{3} \cdot \log_2(3 - 1) = H(X|Y) = H(X) = \log_2 3.
\]

To conclude this section, we present an alternative proof for Fano’s inequality to illustrate the use of the data processing inequality and the FI Lemma.

**Alternative Proof of Fano’s inequality:** Noting that \( X \rightarrow Y \rightarrow \hat{X} \) form a Markov chain, we directly obtain via the data processing inequality that

\[
I(X;Y) \geq I(X;\hat{X}),
\]

which implies that

\[
H(X|Y) \leq H(X|\hat{X}).
\]

Thus, if we show that \( H(X|\hat{X}) \) is no larger than the right-hand side of (2.5.1), the proof of (2.5.1) is complete.

Noting that

\[
P_e = \sum_{x \in \mathcal{X}} \sum_{\hat{x} \in \mathcal{X}: \hat{x} \neq x} P_{X,\hat{X}}(x, \hat{x})
\]

and

\[
1 - P_e = \sum_{x \in \mathcal{X}} \sum_{\hat{x} \in \mathcal{X}: \hat{x} = x} P_{X,\hat{X}}(x, \hat{x}) = \sum_{x \in \mathcal{X}} P_{X,\hat{X}}(x, x),
\]

we obtain that

\[
H(X|\hat{X}) - h_b(P_e) - P_e \log_2(|\mathcal{X}| - 1)
\]
\[
\begin{align*}
\sum_{x \in X} \sum_{\hat{x} \in \hat{X} : \hat{x} \neq x} P_{X,\hat{X}}(x, \hat{x}) \log_2 \frac{1}{P_{X\mid \hat{X}}(x \mid \hat{x})} &+ \sum_{x \in X} P_{X,\hat{X}}(x, x) \log_2 \frac{1}{P_{X\mid \hat{X}}(x \mid x)} \\
- \left[ \sum_{x \in X} \sum_{\hat{x} \in \hat{X} : \hat{x} \neq x} P_{X,\hat{X}}(x, \hat{x}) \right] \log_2 \left( \frac{|X| - 1}{P_e} \right) &+ \left[ \sum_{x \in X} P_{X,\hat{X}}(x, x) \right] \log_2 (1 - P_e) \\
= \sum_{x \in X} \sum_{\hat{x} \in \hat{X} : \hat{x} \neq x} P_{X,\hat{X}}(x, \hat{x}) \log_2 \frac{P_e}{P_{X\mid \hat{X}}(x \mid \hat{x})(|X| - 1)} &+ \sum_{x \in X} P_{X,\hat{X}}(x, x) \log_2 \frac{1 - P_e}{P_{X\mid \hat{X}}(x \mid x)} \quad (2.5.3) \\
\leq \log_2(e) \sum_{x \in X} \sum_{\hat{x} \in \hat{X} : \hat{x} \neq x} P_{X,\hat{X}}(x, \hat{x}) \left[ \frac{P_e}{P_{X\mid \hat{X}}(x \mid \hat{x})(|X| - 1)} - 1 \right] &+ \log_2(e) \sum_{x \in X} P_{X,\hat{X}}(x, x) \left[ \frac{1 - P_e}{P_{X\mid \hat{X}}(x \mid x)} - 1 \right] \\
= \log_2(e) \left[ \frac{P_e}{(|X| - 1)} \sum_{x \in X} \sum_{\hat{x} \in \hat{X} : \hat{x} \neq x} P_{X\mid \hat{X}}(\hat{x}) - \sum_{x \in X} \sum_{\hat{x} \in \hat{X} : \hat{x} \neq x} P_{X,\hat{X}}(x, \hat{x}) \right] &+ \log_2(e) \left[ (1 - P_e) \sum_{x \in X} P_{X\mid \hat{X}}(x) - \sum_{x \in X} P_{X,\hat{X}}(x, x) \right] \\
= \log_2(e) \left[ \frac{P_e}{(|X| - 1)} (|X| - 1 - P_e) \right] + \log_2(e) \left[ (1 - P_e) - (1 - P_e) \right] &+ \log_2(e) \left[ (1 - P_e) - (1 - P_e) \right]
\end{align*}
\]

where the inequality follows by applying the FI Lemma to each logarithm term in (2.5.3). \(\square\)

### 2.6 Divergence and variational distance

In addition to the probabilistically defined entropy and mutual information, another measure that is frequently considered in information theory is divergence or relative entropy. In this section, we define this measure and study its statistical properties.

**Definition 2.29 (Divergence)** Given two discrete random variables \(X\) and \(\hat{X}\) defined over a common alphabet \(\mathcal{X}\), the divergence (other names are Kullback-Leibler divergence or distance, relative entropy and discrimination) is denoted
by $D(X\|\hat{X})$ or $D(P_X\|P_{\hat{X}})$ and defined by
\[
D(X\|\hat{X}) = D(P_X\|P_{\hat{X}}) \triangleq E_X \left[ \log_2 \frac{P_X(X)}{P_{\hat{X}}(X)} \right] = \sum_{x \in \mathcal{X}} P_X(x) \log_2 \frac{P_X(x)}{P_{\hat{X}}(x)}.
\]

In other words, the divergence $D(P_X\|P_{\hat{X}})$ is the expectation (with respect to $P_X$) of the log-likelihood ratio $\log_2[P_X/P_{\hat{X}}]$ of distribution $P_X$ against distribution $P_{\hat{X}}$. $D(X\|\hat{X})$ can be viewed as a measure of “distance” or “dissimilarity” between distributions $P_X$ and $P_{\hat{X}}$. $D(X\|\hat{X})$ is also called relative entropy since it can be regarded as a measure of the inefficiency of mistakenly assuming that the distribution of a source is $P_{\hat{X}}$ when the true distribution is $P_X$. For example, if we know the true distribution $P_X$ of a source, then we can construct a lossless data compression code with average codeword length achieving entropy $H(X)$ (this will be studied in the next chapter). If, however, we mistakenly thought that the “true” distribution is $P_{\hat{X}}$ and employ the “best” code corresponding to $P_{\hat{X}}$, then the resultant average codeword length becomes
\[
\sum_{x \in \mathcal{X}} [-P_X(x) \cdot \log_2 P_{\hat{X}}(x)].
\]

As a result, the relative difference between the resultant average codeword length and $H(X)$ is the relative entropy $D(X\|\hat{X})$. Hence, divergence is a measure of the system cost (e.g., storage consumed) paid due to mis-classifying the system statistics.

Note that when computing divergence, we follow the convention that
\[
0 \cdot \log_2 \frac{0}{p} = 0 \quad \text{and} \quad p \cdot \log_2 \frac{p}{0} = \infty \quad \text{for} \quad p > 0.
\]

We next present some properties of the divergence and discuss its relation with entropy and mutual information.

**Lemma 2.30 (Non-negativity of divergence)**

\[
D(X\|\hat{X}) \geq 0
\]

with equality iff $P_X(x) = P_{\hat{X}}(x)$ for all $x \in \mathcal{X}$ (i.e., the two distributions are equal).

---

8In order to be consistent with the units (in bits) adopted for entropy and mutual information, we will also use the base-2 logarithm for divergence unless otherwise specified.
Proof:

\[
D(X \| \hat{X}) = \sum_{x \in \mathcal{X}} P_X(x) \log_2 \frac{P_X(x)}{P_{\hat{X}}(x)} \\
\geq \left( \sum_{x \in \mathcal{X}} P_X(x) \right) \log_2 \frac{\sum_{x \in \mathcal{X}} P_X(x)}{\sum_{x \in \mathcal{X}} P_{\hat{X}}(x)} \\
= 0
\]

where the second step follows from the log-sum inequality with equality holding iff for every \( x \in \mathcal{X} \),

\[
\frac{P_X(x)}{P_{\hat{X}}(x)} = \frac{\sum_{a \in \mathcal{X}} P_X(a)}{\sum_{b \in \mathcal{X}} P_{\hat{X}}(b)},
\]

or equivalently \( P_X(x) = P_{\hat{X}}(x) \) for all \( x \in \mathcal{X} \). \( \square \)

Lemma 2.31 (Mutual information and divergence)

\[
I(X; Y) = D(P_{X,Y} \| P_X \times P_Y),
\]

where \( P_{X,Y}(\cdot, \cdot) \) is the joint distribution of the random variables \( X \) and \( Y \) and \( P_X(\cdot) \) and \( P_Y(\cdot) \) are the respective marginals.

Proof: The observation follows directly from the definitions of divergence and mutual information. \( \square \)

Definition 2.32 (Refinement of distribution) Given distribution \( P_X \) on \( \mathcal{X} \), divide \( \mathcal{X} \) into \( k \) mutually disjoint sets, \( \mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_k \), satisfying

\[
\mathcal{X} = \bigcup_{i=1}^{k} \mathcal{U}_i.
\]

Define a new distribution \( P_U \) on \( \mathcal{U} = \{1, 2, \ldots, k\} \) as

\[
P_U(i) = \sum_{x \in \mathcal{U}_i} P_X(x).
\]

Then \( P_X \) is called a refinement (or more specifically, a \( k \)-refinement) of \( P_U \).

Let us briefly discuss the relation between the processing of information and its refinement. Processing of information can be modeled as a (many-to-one) mapping, and refinement is actually the reverse operation. Recall that the data processing lemma shows that mutual information can never increase due
to *processing*. Hence, if one wishes to increase mutual information, he should simultaneously “anti-process” (or refine) the involved statistics.

From Lemma 2.31, the mutual information can be viewed as the divergence of a joint distribution against the product distribution of the marginals. It is therefore reasonable to expect that a similar effect due to *processing* (or a reverse effect due to *refinement*) should also apply to *divergence*. This is shown in the next lemma.

**Lemma 2.33 (Refinement cannot decrease divergence)** Let $P_X$ and $P_{\hat{X}}$ be the refinements ($k$-refinements) of $P_U$ and $P_{\hat{U}}$ respectively. Then

\[ D(P_X \| P_{\hat{X}}) \geq D(P_U \| P_{\hat{U}}). \]

**Proof:** By the log-sum inequality, we obtain that for any $i \in \{1, 2, \cdots, k\}$

\[
\sum_{x \in U_i} P_X(x) \log_2 \frac{P_X(x)}{P_{\hat{X}}(x)} \geq \left(\sum_{x \in U_i} P_X(x)\right) \log_2 \frac{\sum_{x \in U_i} P_X(x)}{\sum_{x \in U_i} P_{\hat{X}}(x)} = P_U(i) \log_2 \frac{P_U(i)}{P_{\hat{U}}(i)},
\]

with equality iff

\[
\frac{P_X(x)}{P_{\hat{X}}(x)} = \frac{P_U(i)}{P_{\hat{U}}(i)}
\]

for all $x \in U$. Hence,

\[
D(P_X \| P_{\hat{X}}) = \sum_{i=1}^{k} \sum_{x \in U_i} P_X(x) \log_2 \frac{P_X(x)}{P_{\hat{X}}(x)} \geq \sum_{i=1}^{k} P_U(i) \log_2 \frac{P_U(i)}{P_{\hat{U}}(i)} = D(P_U \| P_{\hat{U}}),
\]

with equality iff

\[
(\forall i)(\forall x \in U_i) \frac{P_X(x)}{P_{\hat{X}}(x)} = \frac{P_U(i)}{P_{\hat{U}}(i)}.
\]

\[ \square \]

**Observation 2.34** One drawback of adopting the divergence as a measure between two distributions is that it does not meet the symmetry requirement of a
true distance,\(^9\) since interchanging its two arguments may yield different quantities. In other words, \(D(P_X\|P_X) \neq D(P_X\|P_X)\) in general. (It also does not satisfy the triangular inequality.) Thus divergence is not a true distance or metric. Another measure which is a true distance, called variational distance, is sometimes used instead.

**Definition 2.35 (Variational distance)** The variational distance (or \(L_1\)-distance) between two distributions \(P_X\) and \(P_X\) with common alphabet \(\mathcal{X}\) is defined by

\[
\|P_X - P_X\| \triangleq \sum_{x \in \mathcal{X}} |P_X(x) - P_X(x)|.
\]

**Lemma 2.36** The variational distance satisfies

\[
\|P_X - P_X\| = 2 \cdot \sup_{E \subseteq \mathcal{X}} |P_X(E) - P_X(E)| = 2 \cdot \sum_{x \in \mathcal{X} : P_X(x) > P_X(x)} [P_X(x) - P_X(x)].
\]

**Proof:** We first show that \(\|P_X - P_X\| = 2 \cdot \sum_{x \in \mathcal{X} : P_X(x) > P_X(x)} [P_X(x) - P_X(x)].\)

Setting \(A \triangleq \{x \in \mathcal{X} : P_X(x) > P_X(x)\}\), we have

\[
\|P_X - P_X\| = \sum_{x \in \mathcal{X}} |P_X(x) - P_X(x)|
\]

\[
= \sum_{x \in A} |P_X(x) - P_X(x)| + \sum_{x \in A^c} |P_X(x) - P_X(x)|
\]

\[
= \sum_{x \in A} [P_X(x) - P_X(x)] + \sum_{x \in A^c} [P_X(x) - P_X(x)]
\]

\[
= \sum_{x \in A} [P_X(x) - P_X(x)] + P_X(A^c) - P_X(A^c)
\]

\[
= \sum_{x \in A} [P_X(x) - P_X(x)] + P_X(A) - P_X(A)
\]

\[
= \sum_{x \in A} [P_X(x) - P_X(x)] + \sum_{x \in A} [P_X(x) - P_X(x)].
\]

---

\(^9\)Given a non-empty set \(A\), the function \(d : A \times A \rightarrow [0, \infty)\) is called a distance or metric if it satisfies the following properties.

1. Non-negativity: \(d(a, b) \geq 0\) for every \(a, b \in A\) with equality holding iff \(a = b\).
2. Symmetry: \(d(a, b) = d(b, a)\) for every \(a, b \in A\).
3. Triangular inequality: \(d(a, b) + d(b, c) \geq d(a, c)\) for every \(a, b, c \in A\).
Thus \(\|P_X - P_\hat{X}\| = 2 \cdot \sup_{E \subset X} |P_X(E) - P_\hat{X}(E)|\) by showing that each quantity is greater than or equal to the other. For any set \(E \subset X\), we can write

\[
\|P_X - P_\hat{X}\| = \sum_{x \in \mathcal{X}} |P_X(x) - P_\hat{X}(x)|
\]

\[
= \sum_{x \in E} |P_X(x) - P_\hat{X}(x)| + \sum_{x \in E^c} |P_X(x) - P_\hat{X}(x)|
\]

\[
\geq \left| \sum_{x \in E} [P_X(x) - P_\hat{X}(x)] \right| + \left| \sum_{x \in E^c} [P_X(x) - P_\hat{X}(x)] \right|
\]

\[
= |P_X(E) - P_\hat{X}(E)| + |P_X(E^c) - P_\hat{X}(E^c)|
\]

\[
= |P_X(E) - P_\hat{X}(E)| + |P_\hat{X}(E) - P_X(E)|
\]

\[
= 2 \cdot |P_X(E) - P_\hat{X}(E)|.
\]

Thus \(\|P_X - P_\hat{X}\| \geq 2 \cdot \sup_{E \subset X} |P_X(E) - P_\hat{X}(E)|\). Conversely, we have that

\[
2 \cdot \sup_{E \subset X} |P_X(E) - P_\hat{X}(E)| \geq 2 \cdot |P_X(A) - P_\hat{X}(A)|
\]

\[
= |P_X(A) - P_\hat{X}(A)| + |P_\hat{X}(A^c) - P_X(A^c)|
\]

\[
= \left| \sum_{x \in A} [P_X(x) - P_\hat{X}(x)] \right| + \left| \sum_{x \in A^c} [P_X(x) - P_\hat{X}(x)] \right|
\]

\[
= \sum_{x \in \mathcal{A}} |P_X(x) - P_\hat{X}(x)| + \sum_{x \in \mathcal{A}^c} |P_X(x) - P_\hat{X}(x)|
\]

\[
= \|P_X - P_\hat{X}\|.
\]

Therefore, \(\|P_X - P_\hat{X}\| = 2 \cdot \sup_{E \subset X} |P_X(E) - P_\hat{X}(E)|\). \(\square\)

**Lemma 2.37 (Variational distance vs divergence: Pinsker’s inequality)**

\[
D(X\|\hat{X}) \geq \frac{\log_2(e)}{2} \cdot \|P_X - P_\hat{X}\|^2.
\]

This result is referred to as Pinsker’s inequality.

**Proof:**

1. With \(\mathcal{A} \triangleq \{x \in \mathcal{X} : P_X(x) > P_\hat{X}(x)\}\), we have from the previous lemma that

\[
\|P_X - P_\hat{X}\| = 2|P_X(A) - P_\hat{X}(A)|.
\]
2. Define two random variables $U$ and $\hat{U}$ as:

$$U = \begin{cases} 
1, & \text{if } X \in \mathcal{A}; \\
0, & \text{if } X \in \mathcal{A}^c,
\end{cases}$$

and

$$\hat{U} = \begin{cases} 
1, & \text{if } \hat{X} \in \mathcal{A}; \\
0, & \text{if } \hat{X} \in \mathcal{A}^c.
\end{cases}$$

Then $P_X$ and $P_{\hat{X}}$ are refinements (2-refinements) of $P_U$ and $P_{\hat{U}}$, respectively. From Lemma 2.33, we obtain that

$$D(P_X \| P_{\hat{X}}) \geq D(P_U \| P_{\hat{U}}).$$

3. The proof is complete if we show that

$$D(P_U \| P_{\hat{U}}) \geq 2 \log_2(e) \left[ P_X(\mathcal{A}) - P_{\hat{X}}(\mathcal{A}) \right]^2 = 2 \log_2(e) \left[ P_U(1) - P_{\hat{U}}(1) \right]^2.$$  

For ease of notations, let $p = P_U(1)$ and $q = P_{\hat{U}}(1)$. Then to prove the above inequality is equivalent to show that

$$p \cdot \ln \frac{p}{q} + (1 - p) \cdot \ln \frac{1 - p}{1 - q} \geq 2(p - q)^2.$$  

Define

$$f(p, q) \equiv p \cdot \ln \frac{p}{q} + (1 - p) \cdot \ln \frac{1 - p}{1 - q} - 2(p - q)^2,$$

and observe that

$$\frac{df(p, q)}{dq} = (p - q) \left( 4 - \frac{1}{q(1 - q)} \right) \leq 0 \quad \text{for } q \leq p.$$  

Thus, $f(p, q)$ is non-increasing in $q$ for $q \leq p$. Also note that $f(p, q) = 0$ for $q = p$. Therefore,

$$f(p, q) \geq 0 \quad \text{for } q \leq p.$$  

The proof is completed by noting that

$$f(p, q) \geq 0 \quad \text{for } q \geq p,$$

since $f(1 - p, 1 - q) = f(p, q)$. 

$\square$
Observation 2.38 The above lemma tells us that for a sequence of distributions \(\{(P_{X_n}, P_{\hat{X}_n})\}_{n \geq 1}\), when \(D(P_{X_n}||P_{\hat{X}_n})\) goes to zero as \(n\) goes to infinity, \(\|P_{X_n} - P_{\hat{X}_n}\|\) goes to zero as well. But the converse does not necessarily hold. For a quick counterexample, let
\[ P_{X_n}(0) = 1 - P_{X_n}(1) = 1/n > 0 \]
and
\[ P_{\hat{X}_n}(0) = 1 - P_{\hat{X}_n}(1) = 0. \]
In this case,
\[ D(P_{X_n}||P_{\hat{X}_n}) \to \infty \]
since by convention, \((1/n) \cdot \log_2((1/n)/0) \to \infty\). However,
\[ \|P_X - P_{\hat{X}}\| = 2 \left[ P_X(\{x : P_X(x) > P_{\hat{X}}(x)\}) - P_{\hat{X}}(\{x : P_X(x) > P_{\hat{X}}(x)\}) \right] \]
\[ = \frac{2}{n} \to 0. \]
We however can upper bound \(D(P_X||P_{\hat{X}})\) by the variational distance between \(P_X\) and \(P_{\hat{X}}\) when \(D(P_X||P_{\hat{X}}) < \infty\).

Lemma 2.39 If \(D(P_X||P_{\hat{X}}) < \infty\), then
\[ D(P_X||P_{\hat{X}}) \leq \frac{\log_2(e)}{\min_{\{x : P_X(x) > 0\}} \min\{P_X(x), P_{\hat{X}}(x)\}} \cdot \|P_X - P_{\hat{X}}\|. \]

Proof: Without loss of generality, we assume that \(P_X(x) > 0\) for all \(x \in \mathcal{X}\). Since \(D(P_X||P_{\hat{X}}) < \infty\), we have that for any \(x \in \mathcal{X}\), \(P_X(x) > 0\) implies that \(P_{\hat{X}}(x) > 0\). Let
\[ t \triangleq \min_{\{x \in \mathcal{X} : P_X(x) > 0\}} \min\{P_X(x), P_{\hat{X}}(x)\}. \]
Then for all \(x \in \mathcal{X}\),
\[ \ln \frac{P_X(x)}{P_{\hat{X}}(x)} \leq \left| \ln \frac{P_X(x)}{P_{\hat{X}}(x)} \right| \leq \max_{\min\{P_X(x), P_{\hat{X}}(x)\} \leq s \leq \max\{P_X(x), P_{\hat{X}}(x)\}} \frac{d\ln(s)}{ds} \cdot |P_X(x) - P_{\hat{X}}(x)| \]
\[ = \frac{1}{\min\{P_X(x), P_{\hat{X}}(x)\}} \cdot |P_X(x) - P_{\hat{X}}(x)| \leq \frac{1}{t} \cdot |P_X(x) - P_{\hat{X}}(x)|. \]
Hence,

\[ D(P_X \| \tilde{P}_X) = \log_2(e) \sum_{x \in \mathcal{X}} P_X(x) \cdot \ln \frac{P_X(x)}{\tilde{P}_X(x)} \]

\[ \leq \frac{\log_2(e)}{t} \sum_{x \in \mathcal{X}} P_X(x) \cdot |P_X(x) - \tilde{P}_X(x)| \]

\[ \leq \frac{\log_2(e)}{t} \sum_{x \in \mathcal{X}} |P_X(x) - \tilde{P}_X(x)| \]

\[ = \frac{\log_2(e)}{t} \cdot \|P_X - \tilde{P}_X\|. \]

\[ \Box \]

The next lemma discusses the effect of side information on divergence. As stated in Lemma 2.12, side information usually reduces entropy; it, however, increases divergence. One interpretation of these results is that side information is useful. Regarding entropy, side information provides us more information, so uncertainty decreases. As for divergence, it is the measure or index of how easy one can differentiate the source from two candidate distributions. The larger the divergence, the easier one can tell apart between these two distributions and make the right guess. At an extreme case, when divergence is zero, one can never tell which distribution is the right one, since both produce the same source. So, when we obtain more information (side information), we should be able to make a better decision on the source statistics, which implies that the divergence should be larger.

**Definition 2.40 (Conditional divergence)** Given three discrete random variables, \( X, \tilde{X} \) and \( Z \), where \( X \) and \( \tilde{X} \) have a common alphabet \( \mathcal{X} \), we define the conditional divergence between \( X \) and \( \tilde{X} \) given \( Z \) by

\[ D(X \| \tilde{X}|Z) = D(P_{X|Z} \| P_{\tilde{X}|Z}) \triangleq \sum_{z \in Z} \sum_{x \in \mathcal{X}} P_{X,Z}(x,z) \log \frac{P_{X|Z}(x|z)}{P_{\tilde{X}|Z}(x|z)}. \]

In other words, it is the expected value with respect to \( P_{X,Z} \) of the log-likelihood ratio \( \log \frac{P_{X|Z}}{P_{\tilde{X}|Z}} \). Note that another notation encountered in the literature for the above conditional divergence is \( D(P_{X|Z} \| P_{\tilde{X}|Z}|P_Z) \) as we can write

\[ \sum_{z \in Z} \sum_{x \in \mathcal{X}} P_{X,Z}(x,z) \log \frac{P_{X|Z}(x|z)}{P_{\tilde{X}|Z}(x|z)} = \sum_{z \in Z} P_Z(z) \sum_{x \in \mathcal{X}} P_{X|Z}(x|z) \log \frac{P_{X|Z}(x|z)}{P_{\tilde{X}|Z}(x|z)}. \]

**Lemma 2.41 (Conditional mutual information and conditional divergence)** Given three discrete random variables \( X, Y \) and \( Z \) with alphabets \( \mathcal{X} \),
\( Y \) and \( Z \), respectively, and joint distribution \( P_{X,Y,Z} \), then

\[
I(X;Y|Z) = D(P_{X,Y|Z}||P_{X|Z}P_{Y|Z})
\]

\[
= \sum_{x \in X} \sum_{y \in Y} \sum_{z \in Z} P_{X,Y,Z}(x,y,z) \log_2 \frac{P_{X,Y|Z}(x,y|z)}{P_{X|Z}(x|z)P_{Y|Z}(y|z)},
\]

where \( P_{X,Y|Z} \) is conditional joint distribution of \( X \) and \( Y \) given \( Z \), and \( P_{X|Z} \) and \( P_{Y|Z} \) are the conditional distributions of \( X \) and \( Y \), respectively, given \( Z \).

**Proof:** The proof follows directly from the definition of conditional mutual information (2.2.2) and the above definition of conditional divergence.

**Lemma 2.42 (Chain rule for divergence)** Let \( P_{X^n} \) and \( Q_{X^n} \) be two joint distributions on \( X^n \). We have that

\[
D(P_{X_1,X_2}||Q_{X_1,X_2}) = D(P_{X_1}||Q_{X_1}) + D(P_{X_2|X_1}||Q_{X_2|X_1}),
\]

and more generally,

\[
D(P_{X^n}||Q_{X^n}) = \sum_{i=1}^{n} D(P_{X_i|X^{i-1}}||Q_{X_i|X^{i-1}}),
\]

where \( D(P_{X_i|X^{i-1}}||Q_{X_i|X^{i-1}}) \triangleq D(P_{X_i}||Q_{X_i}) \) for \( i = 1 \).

**Proof:** The proof readily follows from the divergence definitions.

**Lemma 2.43 (Conditioning never decreases divergence)** For three discrete random variables, \( X, \hat{X} \) and \( Z \), where \( X \) and \( \hat{X} \) have a common alphabet \( X \), we have that

\[
D(P_{X|Z}||P_{\hat{X}|Z}) \geq D(P_{X}||P_{\hat{X}}).
\]

**Proof:**

\[
D(P_{X|Z}||P_{\hat{X}|Z}) - D(P_{X}||P_{\hat{X}})
\]

\[
= \sum_{z \in Z} \sum_{x \in X} P_{X,Z}(x,z) \cdot \log_2 \frac{P_{X|Z}(x|z)}{P_{\hat{X}|Z}(x|z)} - \sum_{x \in X} P_{X}(x) \cdot \log_2 \frac{P_{X}(x)}{P_{\hat{X}}(x)}
\]

\[
= \sum_{z \in Z} \sum_{x \in X} P_{X,Z}(x,z) \cdot \log_2 \frac{P_{X|Z}(x|z)}{P_{\hat{X}|Z}(x|z)} - \sum_{x \in X} \left( \sum_{z \in Z} P_{X,Z}(x,z) \right) \cdot \log_2 \frac{P_{X}(x)}{P_{\hat{X}}(x)}
\]

\[
= \sum_{z \in Z} \sum_{x \in X} P_{X,Z}(x,z) \cdot \log_2 \frac{P_{X|Z}(x|z)P_{\hat{X}}(x)}{P_{\hat{X}|Z}(x|z)P_{X}(x)}
\]
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\[
\begin{align*}
\sum_{z \in Z} \sum_{x \in X} P_{X,Z}(x,z) \log_2 \left( 1 - \frac{P_{X|Z}(x|z) P_X(x)}{P_{X}(x)} \right) & \quad \text{(by the FI Lemma)} \\
= \log_2(e) \left( 1 - \sum_{x \in X} \sum_{z \in Z} P_X(x) P_{Z}(z) P_{X|Z}(x|z) \right) \\
= \log_2(e) \left( 1 - \sum_{x \in X} \frac{P_X(x)}{P_{X}(x)} \right) \\
= \log_2(e) \left( 1 - \sum_{x \in X} P_X(x) \right) = 0
\end{align*}
\]

with equality holding iff for all \(x\) and \(z\),
\[
\frac{P_X(x)}{P_{X}(x)} = \frac{P_{X|Z}(x|z)}{P_{X|Z}(x|z)}.
\]

Note that it is not necessary that
\[
D(P_{X|Z} \parallel P_{\hat{X}|\hat{Z}}) \geq D(P_X \parallel P_{\hat{X}}).
\]
In other words, the side information is helpful for divergence only when it provides information on the similarity or difference of the two distributions. For the above case, \(Z\) only provides information about \(X\), and \(\hat{Z}\) provides information about \(\hat{X}\); so the divergence certainly cannot be expected to increase. The next lemma shows that if \((Z, \hat{Z})\) are independent of \((X, \hat{X})\), then the side information of \((Z, \hat{Z})\) does not help in improving the divergence of \(X\) against \(\hat{X}\).

**Lemma 2.44 (Independent side information does not change divergence)** If \((X, \hat{X})\) is independent of \((Z, \hat{Z})\), then
\[
D(P_{X|Z} \parallel P_{\hat{X}|\hat{Z}}) = D(P_X \parallel P_{\hat{X}}),
\]
where
\[
D(P_{X|Z} \parallel P_{\hat{X}|\hat{Z}}) \triangleq \sum_{x \in X} \sum_{z \in Z} P_{X,Z}(x,z) \log_2 \frac{P_{X|Z}(x|z)}{P_{\hat{X}|\hat{Z}}(x|z)}.
\]

**Proof:** This can be easily justified by the definition of divergence. \(\square\)

**Lemma 2.45 (Additivity of divergence under independence)**
\[
D(P_{X,Z} \parallel P_{\hat{X},\hat{Z}}) = D(P_X \parallel P_{\hat{X}}) + D(P_Z \parallel P_{\hat{Z}}),
\]
provided that \((X, \hat{X})\) is independent of \((Z, \hat{Z})\).

**Proof:** This can be easily proved from the definition. \(\square\)
2.7 Convexity/concavity of information measures

We next address the convexity/concavity properties of information measures with respect to the distributions on which they are defined. Such properties will be useful when optimizing the information measures over distribution spaces.

Lemma 2.46

1. $H(P_X)$ is a concave function of $P_X$, namely
   
   $H(\lambda P_X + (1 - \lambda) P_{\tilde{X}}) \geq \lambda H(P_X) + (1 - \lambda) H(P_{\tilde{X}})$.

2. Noting that $I(X;Y)$ can be re-written as $I(P_X, P_{Y|X})$, where
   
   
   \[
   I(P_X, P_{Y|X}) \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) P_X(x) \log_2 \frac{P_{Y|X}(y|x)}{\sum_{a \in \mathcal{X}} P_{Y|X}(y|a) P(a)},
   \]

   then $I(X;Y)$ is a concave function of $P_X$ (for fixed $P_{Y|X}$), and a convex function of $P_{Y|X}$ (for fixed $P_X$).

3. $D(P_X \parallel P_{\tilde{X}})$ is convex with respect to both the first argument $P_X$ and the second argument $P_{\tilde{X}}$. It is also convex in the pair $(P_X, P_{X})$; i.e., if $(P_X, P_{\tilde{X}})$ and $(Q_X, Q_{\tilde{X}})$ are two pairs of probability mass functions, then
   
   $D(\lambda P_X + (1 - \lambda) Q_X \parallel \lambda P_{\tilde{X}} + (1 - \lambda) Q_{\tilde{X}}) \leq \lambda \cdot D(P_X \parallel P_{\tilde{X}}) + (1 - \lambda) \cdot D(Q_X \parallel Q_{\tilde{X}}), \quad (2.7.1)$

   for all $\lambda \in [0, 1]$.

Proof:

1. The proof uses the log-sum inequality:
   
   \[
   H(\lambda P_X + (1 - \lambda) P_{\tilde{X}}) - [\lambda H(P_X) + (1 - \lambda) H(P_{\tilde{X}})] \\
   = \lambda \sum_{x \in \mathcal{X}} P_X(x) \log_2 \frac{P_X(x)}{\lambda P_X(x) + (1 - \lambda) P_{\tilde{X}}(x)} \\
   + (1 - \lambda) \sum_{x \in \mathcal{X}} P_{\tilde{X}}(x) \log_2 \frac{P_{\tilde{X}}(x)}{\lambda P_X(x) + (1 - \lambda) P_{\tilde{X}}(x)} \\
   \geq \lambda \left( \sum_{x \in \mathcal{X}} P_X(x) \right) \log_2 \frac{\sum_{x \in \mathcal{X}} P_X(x)}{\sum_{x \in \mathcal{X}} [\lambda P_X(x) + (1 - \lambda) P_{\tilde{X}}(x)]}
   \]

   \[
   \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) P_X(x) \log_2 \frac{P_{Y|X}(y|x)}{\sum_{a \in \mathcal{X}} P_{Y|X}(y|a) P(a)} \\
   \leq \lambda \cdot D(P_X \parallel P_{\tilde{X}}) + (1 - \lambda) \cdot D(Q_X \parallel Q_{\tilde{X}}), \quad (2.7.1)
   \]

   for all $\lambda \in [0, 1]$. 
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\[+(1 - \lambda) \left( \sum_{x \in \mathcal{X}} P_{\bar{X}}(x) \right) \log_2 \frac{\sum_{x \in \mathcal{X}} P_{\bar{X}}(x)}{\sum_{x \in \mathcal{X}} [\lambda P_X(x) + (1 - \lambda) P_{\bar{X}}(x)]} = 0,\]

with equality holding iff \( P_X(x) = P_{\bar{X}}(x) \) for all \( x \).

2. We first show the concavity of \( I(P_X, P_{Y|X}) \) with respect to \( P_X \). Let \( \bar{\lambda} = 1 - \lambda \).

\[ I(\lambda P_X + \bar{\lambda} P_{\bar{X}}, P_{Y|X}) - \lambda I(P_X, P_{Y|X}) - \bar{\lambda} I(P_{\bar{X}}, P_{Y|X}) \]

\[= \lambda \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \log_2 \frac{\sum_{x \in \mathcal{X}} [\lambda P_X(x) + \bar{\lambda} P_{\bar{X}}(x)] P_{Y|X}(y|x)}{\sum_{x \in \mathcal{X}} P_X(x) P_{Y|X}(y|x)} \]

\[+ \bar{\lambda} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{\bar{X}}(x) P_{Y|X}(y|x) \log_2 \frac{\sum_{x \in \mathcal{X}} [\lambda P_X(x) + \bar{\lambda} P_{\bar{X}}(x)] P_{Y|X}(y|x)}{\sum_{x \in \mathcal{X}} P_{\bar{X}}(x) P_{Y|X}(y|x)} \]

\[\geq 0 \quad \text{(by the log-sum inequality)}\]

with equality holding iff

\[ \sum_{x \in \mathcal{X}} P_X(x) P_{Y|X}(y|x) = \sum_{x \in \mathcal{X}} P_{\bar{X}}(x) P_{Y|X}(y|x) \]

for all \( y \in \mathcal{Y} \). We now turn to the convexity of \( I(P_X, P_{Y|X}) \) with respect to \( P_{Y|X} \). For ease of notation, let \( P_{Y_\lambda}(y) \triangleq \lambda P_Y(y) + \bar{\lambda} P_{\bar{Y}}(y) \), and \( P_{Y_\lambda|X}(y|x) \triangleq \lambda P_{Y|X}(y|x) + \bar{\lambda} P_{\bar{Y}|X}(y|x) \). Then

\[ \lambda I(P_X, P_{Y|X}) + \bar{\lambda} I(P_X, P_{\bar{Y}|X}) - I(P_X, \lambda P_{Y|X} + \bar{\lambda} P_{\bar{Y}|X}) \]

\[= \lambda \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y_\lambda|X}(y|x) \log_2 \frac{P_{Y_\lambda|X}(y|x)}{P_Y(y)} \]

\[+ \bar{\lambda} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{\bar{Y}_\lambda|X}(y|x) \log_2 \frac{P_{\bar{Y}_\lambda|X}(y|x)}{P_{\bar{Y}}(y)} \]

\[- \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y_\lambda}(y|x) \log_2 \frac{P_{Y_\lambda}(y|x)}{P_{Y_\lambda}(y)} \]

\[= \lambda \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y_\lambda|X}(y|x) \log_2 \frac{P_{Y_\lambda|X}(y|x) P_{Y_\lambda}(y)}{P_Y(y) P_{Y_\lambda|X}(y|x)} \]

\[+ \bar{\lambda} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{\bar{Y}_\lambda|X}(y|x) \log_2 \frac{P_{\bar{Y}_\lambda|X}(y|x) P_{\bar{Y}_\lambda}(y)}{P_{\bar{Y}}(y) P_{\bar{Y}_\lambda|X}(y|x)} \]
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\[ \geq \lambda \log_2(e) \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \left( 1 - \frac{P_{\tilde{Y}}(y) P_{Y|X}(y|x)}{P_{\tilde{Y}|X}(y|x) P_{Y}(y)} \right) \]

\[ + \lambda \log_2(e) \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{\tilde{Y}|X}(y|x) \left( 1 - \frac{P_{\tilde{Y}}(y) P_{Y|X}(y|x)}{P_{\tilde{Y}|X}(y|x) P_{Y}(y)} \right) \]

\[ = 0, \]

where the inequality follows from the FI Lemma, with equality holding iff

\[ (\forall x \in \mathcal{X}, y \in \mathcal{Y}) \frac{P_{\tilde{Y}}(y)}{P_{\tilde{Y}|X}(y|x)} = \frac{P_Y(y)}{P_{Y|X}(y|x)}. \]

3. For ease of notation, let \( P_{X\lambda}(x) \triangleq \lambda P_X(x) + (1 - \lambda) P_{\tilde{X}}(x). \)

\[ \lambda D(P_X \| P_{X\lambda}) + (1 - \lambda) D(P_{\tilde{X}} \| P_{X\lambda}) - D(P_{X\lambda} \| P_{X\lambda}) \]

\[ = \lambda \sum_{x \in \mathcal{X}} P_X(x) \log_2 \left( \frac{P_{X\lambda}(x)}{P_{X}(x)} \right) + (1 - \lambda) \sum_{x \in \mathcal{X}} P_{\tilde{X}}(x) \log_2 \left( \frac{P_{X\lambda}(x)}{P_{\tilde{X}}(x)} \right) \]

\[ = \lambda D(P_X \| P_{X\lambda}) + (1 - \lambda) D(P_{\tilde{X}} \| P_{X\lambda}) \]

\[ \geq 0 \]

by the non-negativity of the divergence, with equality holding iff \( P_X(x) = P_{\tilde{X}}(x) \) for all \( x. \)

Similarly, by letting \( P_{X\lambda}(x) \triangleq \lambda P_X(x) + (1 - \lambda) P_{\tilde{X}}(x), \) we obtain:

\[ \lambda D(P_X \| P_{X\lambda}) + (1 - \lambda) D(P_{\tilde{X}} \| P_{X\lambda}) - D(P_X \| P_{X\lambda}) \]

\[ = \lambda \sum_{x \in \mathcal{X}} P_X(x) \log_2 \left( \frac{P_{X\lambda}(x)}{P_{\tilde{X}}(x)} \right) + (1 - \lambda) \sum_{x \in \mathcal{X}} P_X(x) \log_2 \left( \frac{P_{X\lambda}(x)}{P_X(x)} \right) \]

\[ \geq \frac{\lambda}{\ln 2} \sum_{x \in \mathcal{X}} P_X(x) \left( 1 - \frac{P_{X\lambda}(x)}{P_{\tilde{X}}(x)} \right) + \frac{(1 - \lambda)}{\ln 2} \sum_{x \in \mathcal{X}} P_{X}(x) \left( 1 - \frac{P_{X\lambda}(x)}{P_X(x)} \right) \]

\[ = \log_2(e) \left( 1 - \sum_{x \in \mathcal{X}} P_X(x) \frac{\lambda P_{X\lambda}(x) + (1 - \lambda) P_{\tilde{X}}(x)}{P_{X\lambda}(x)} \right) \]

\[ = 0, \]

where the inequality follows from the FI Lemma, with equality holding iff \( P_{\tilde{X}}(x) = P_X(x) \) for all \( x. \)

Finally, by the log-sum inequality, for each \( x \in \mathcal{X}, \) we have

\[ (\lambda P_X(x) + (1 - \lambda) Q_X(x)) \log_2 \frac{\lambda P_X(x) + (1 - \lambda) Q_X(x)}{\lambda P_{\tilde{X}}(x) + (1 - \lambda) Q_{\tilde{X}}(x)} \]
\[
\leq \lambda P_X(x) \log_2 \frac{\lambda P_X(x)}{\lambda \hat{P}_X(x)} + (1 - \lambda) Q_X(x) \log_2 \frac{(1 - \lambda) Q_X(x)}{(1 - \lambda) \hat{Q}_X(x)}.
\]

Summing over \( x \), we yield (2.7.1).

Note that the last result (convexity of \( D(P_X \| P_{\hat{X}}) \) in the pair \( (P_X, P_{\hat{X}}) \)) actually implies the first two results: just set \( P_{\hat{X}} = Q_X \) to show convexity in the first argument \( P_X \), and set \( P_X = Q_X \) to show convexity in the second argument \( P_{\hat{X}} \).

\[\square\]

### 2.8 Fundamentals of hypothesis testing

One of the fundamental problems in statistics is to decide between two alternative explanations for the observed data. For example, when gambling, one may wish to test whether it is a fair game or not. Similarly, a sequence of observations on the market may reveal the information that whether a new product is successful or not. This is the simplest form of the hypothesis testing problem, which is usually named \textit{simple hypothesis testing}.

It has quite a few applications in information theory. One of the frequently cited examples is the alternative interpretation of the law of large numbers. Another example is the computation of the true coding error (for universal codes) by testing the empirical distribution against the true distribution. All of these cases will be discussed subsequently.

The simple hypothesis testing problem can be formulated as follows:

**Problem:** Let \( X_1, \ldots, X_n \) be a sequence of observations which is possibly drawn according to either a “null hypothesis” distribution \( P_{X^n} \) or an “alternative hypothesis” distribution \( P_{\hat{X}^n} \). The hypotheses are usually denoted by:

- \( H_0 : P_{X^n} \)
- \( H_1 : P_{\hat{X}^n} \)

Based on one sequence of observations \( x^n \), one has to decide which of the hypotheses is true. This is denoted by a decision mapping \( \phi(\cdot) \), where

\[
\phi(x^n) = \begin{cases} 
0, & \text{if distribution of } X^n \text{ is classified to be } P_{X^n}; \\
1, & \text{if distribution of } X^n \text{ is classified to be } P_{\hat{X}^n}.
\end{cases}
\]

Accordingly, the possible observed sequences are divided into two groups:

Acceptance region for \( H_0 \) : \( \{x^n \in X^n : \phi(x^n) = 0\} \)
Acceptance region for $H_1 : \{x^n \in \mathcal{X}^n : \phi(x^n) = 1\}$.

Hence, depending on the true distribution, there are possibly two types of probability of errors:

Type I error : $\alpha_n = \alpha_n(\phi) \triangleq P_{\mathcal{X}^n}(\{x^n \in \mathcal{X}^n : \phi(x^n) = 1\})$
Type II error : $\beta_n = \beta_n(\phi) \triangleq P_{\hat{\mathcal{X}}^n}(\{x^n \in \mathcal{X}^n : \phi(x^n) = 0\})$.

The choice of the decision mapping is dependent on the optimization criterion. Two of the most frequently used ones in information theory are:

1. **Bayesian hypothesis testing.**

   Here, $\phi(\cdot)$ is chosen so that the Bayesian cost
   
   $$\pi_0 \alpha_n + \pi_1 \beta_n$$

   is minimized, where $\pi_0$ and $\pi_1$ are the prior probabilities for the null and alternative hypotheses, respectively. The mathematical expression for Bayesian testing is:
   
   $$\min_{\{\phi\}} [\pi_0 \alpha_n(\phi) + \pi_1 \beta_n(\phi)].$$

2. **Neyman Pearson hypothesis testing subject to a fixed test level.**

   Here, $\phi(\cdot)$ is chosen so that the type II error $\beta_n$ is minimized subject to a constant bound on the type I error; i.e.,
   
   $$\alpha_n \leq \varepsilon$$

   where $\varepsilon > 0$ is fixed. The mathematical expression for Neyman-Pearson testing is:
   
   $$\min_{\{\phi : \alpha_n(\phi) \leq \varepsilon\}} \beta_n(\phi).$$

The set $\{\phi\}$ considered in the minimization operation could have two different ranges: range over deterministic rules, and range over randomization rules. The main difference between a randomization rule and a deterministic rule is that the former allows the mapping $\phi(x^n)$ to be random on $\{0, 1\}$ for some $x^n$, while the latter only accept deterministic assignments to $\{0, 1\}$ for all $x^n$. For example, a randomization rule for specific observations $\tilde{x}^n$ can be

$$\phi(\tilde{x}^n) = 0, \text{ with probability 0.2;}$$
$$\phi(\tilde{x}^n) = 1, \text{ with probability 0.8.}$$

The Neyman-Pearson lemma shows the well-known fact that the likelihood ratio test is always the optimal test.
Lemma 2.47 (Neyman-Pearson Lemma) For a simple hypothesis testing problem, define an acceptance region for the null hypothesis through the likelihood ratio as

\[ \mathcal{A}_n(\tau) \triangleq \left\{ x_n \in \mathcal{X}^n : \frac{P_{X_n}(x^n)}{P_{\hat{X}_n}(x^n)} > \tau \right\}, \]

and let

\[ \alpha_n^* \triangleq P_{X_n}\{ \mathcal{A}_n(\tau) \} \]

and

\[ \beta_n^* \triangleq P_{\hat{X}_n}\{ \mathcal{A}_n(\tau) \}. \]

Then for type I error \( \alpha_n \) and type II error \( \beta_n \) associated with another choice of acceptance region for the null hypothesis, we have

\[ \alpha_n \leq \alpha_n^* \implies \beta_n \geq \beta_n^*. \]

Proof: Let \( \mathcal{B} \) be a choice of acceptance region for the null hypothesis. Then

\[
\begin{align*}
\alpha_n + \tau \beta_n &= \sum_{x^n \in \mathcal{B}^c} P_{X_n}(x^n) + \tau \sum_{x^n \in \mathcal{B}} P_{X_n}(x^n) \\
&= \sum_{x^n \in \mathcal{B}^c} P_{X_n}(x^n) + \tau \left[ 1 - \sum_{x^n \in \mathcal{B}^c} P_{\hat{X}_n}(x^n) \right] \\
&= \tau + \sum_{x^n \in \mathcal{B}^c} \left[ P_{X_n}(x^n) - \tau P_{\hat{X}_n}(x^n) \right]. \tag{2.8.1}
\end{align*}
\]

Observe that (2.8.1) is minimized by choosing \( \mathcal{B} = \mathcal{A}_n(\tau) \). Hence,

\[ \alpha_n + \tau \beta_n \geq \alpha_n^* + \tau \beta_n^*, \]

which immediately implies the desired result. \( \square \)

The Neyman-Pearson lemma indicates that no other choices of acceptance regions can simultaneously improve both type I and type II errors of the likelihood ratio test. Indeed, from (2.8.1), it is clear that for any \( \alpha_n \) and \( \beta_n \), one can always find a likelihood ratio test that performs as good. Therefore, the likelihood ratio test is an optimal test. The statistical properties of the likelihood ratio thus become essential in hypothesis testing. Note that, when the observations are i.i.d. under both hypotheses, the divergence, which is the statistical expectation of the log-likelihood ratio, plays an important role in hypothesis testing (for non-memoryless observations, one is then concerned with the divergence rate, an extended notion of divergence for systems with memory which will be defined in a following chapter).
2.9 Rényi’s information measures

We close this chapter by briefly introducing generalized information measures due to Rényi [231] which subsume Shannon’s measures as a limiting case.

**Definition 2.48 (Rényi’s entropy)** Given a parameter $\alpha > 0$ with $\alpha \neq 1$, and given a discrete random variable $X$ with alphabet $\mathcal{X}$ and distribution $P_X$, then its Rényi entropy of order $\alpha$ is given by

$$H_\alpha(X) = \frac{1}{1-\alpha} \log \left( \sum_{x \in \mathcal{X}} P_X(x)^\alpha \right). \quad (2.9.1)$$

As in case of the Shannon entropy, the base of the logarithm determines the units; if the base is $D$, Rényi’s entropy is in $D$-ary units. Other notations for $H_\alpha(X)$ are $H(X; \alpha)$, $H_\alpha(P_X)$ and $H(P_X; \alpha)$.

**Definition 2.49 (Rényi’s divergence)** Given a parameter $0 < \alpha < 1$, and two discrete random variables $X$ and $\hat{X}$ with common alphabet $\mathcal{X}$ and distribution $P_X$ and $P_{\hat{X}}$, respectively, then the Rényi divergence of order $\alpha$ between $X$ and $\hat{X}$ is given by

$$D_\alpha(X \| \hat{X}) = \frac{1}{\alpha - 1} \log \left( \sum_{x \in \mathcal{X}} \left[ P_X(x)^\alpha P_{\hat{X}}(1-\alpha)(x) \right] \right). \quad (2.9.2)$$

This definition can be extended to $\alpha > 1$ if $P_{\hat{X}}(x) > 0$ for all $x \in \mathcal{X}$. Other notations for $D_\alpha(X \| \hat{X})$ are $D(X \| \hat{X}; \alpha)$, $D_\alpha(P_X \| P_{\hat{X}})$ and $D(P_X \| P_{\hat{X}}; \alpha)$.

As in the case of Shannon’s information measures, the base of the logarithm indicates the units of the measure and can be changed from 2 to an arbitrary $b > 1$. In the next lemma, whose proof is left as an exercise, we note that in the limit of $\alpha$ tending to 1, Shannon’s entropy and divergence can be recovered from Rényi’s entropy and divergence, respectively.

**Lemma 2.50** When $\alpha \to 1$, we have the following:

$$\lim_{\alpha \to 1} H_\alpha(X) = H(X) \quad (2.9.3)$$

and

$$\lim_{\alpha \to 1} D_\alpha(X \| \hat{X}) = D(X \| \hat{X}). \quad (2.9.4)$$
Observation 2.51 (Operational meaning of Rényi’s information measures) Rényi’s entropy has been shown to have an operational characterization for many problems, including lossless variable-length source coding under an exponential cost constraint [44, 37, 45, 224] (see also Observation 3.29 in Chapter 3), buffer overflow in source coding [153], fixed-length source coding [60, 52] and others areas [232, 1, 23, 15, 222]. Furthermore, Rényi’s divergence has played a prominent role in hypothesis testing questions [160, 139, 200, 201, 60, 12].

Observation 2.52 (α-mutual information) While Rényi did not propose a mutual information of order α that generalizes Shannon’s mutual information, there are at least three different possible definitions of such measure due to Sibson [254], Arimoto [18] and Csiszár [60], respectively. We refer the reader to [60] and [282] for discussions on the properties and merits of these different measures.

Observation 2.53 (Information measures for continuous distributions) Note that the above information measures defined for discrete distributions can similarly be defined for continuous distributions admitting densities with the usual straightforward modifications (with densities replacing pmf’s and integrals replacing summations). See Chapter 5 for a study of Shannon’s differential entropy and divergence for continuous distributions (also for continuous distributions, closed-form expressions for Shannon’s differential entropy and Rényi’s entropy can be found in [263] and expressions for Rényi’s divergence are derived in [180, 107].)

Problems

1. Prove the FI Lemma.

2. Show that the two conditions in Footnote 6 are equivalent.

3. For a finite-alphabet random variable \( X \), show that \( H(X) \leq \log_2 |X| \) using the log-sum inequality.

4. Given a pair of random variables \( (X, Y) \), is \( H(X|Y) = H(Y|X) \)? When do we have equality?

5. Given a random variable \( X \), what is the relationship between \( H(X) \) and \( H(Y) \) when \( Y \) is defined as follows.

   (a) \( Y = \log_2(X) \)?

   (b) \( Y = \sin(X) \)?
6. Show that the entropy of a real-valued function $f$ of $X$ is less than or equal to the entropy of $X$?

*Hint:* By the chain rule for entropy,

$$H(X, f(X)) = H(X) + H(f(X)|X) = H(f(X)) + H(X|f(X)).$$

7. Show that $H(Y|X) = 0$ iff $Y$ is a function of $X$.

8. Give examples of:

   (a) $I(X; Y|Z) < I(X; Y)$.
   
   (b) $I(X; Y|Z) > I(X; Y)$.

*Hint:* For (a), create example for $I(X; Y|Z) = 0$ and $I(X; Y) > 0$. For (b), create example for $I(X; Y) = 0$ and $I(X; Y|Z) > 0$.

9. Let the joint distribution of $X$ and $Y$ be:

   \[
   \begin{array}{c|cc}
   & 0 & 1 \\
   \hline
   X & \frac{1}{4} & \frac{1}{4} \\
   \hline
   0 & 0 & 0 \\
   1 & \frac{1}{2} & \frac{1}{4}
   \end{array}
   \]

   Draw the Venn diagram for $H(X), H(Y), H(X|Y), H(Y|X), H(X, Y)$ and $I(X; Y)$, and indicate the quantities (in bits) for each area of the Venn diagram.

10. **Maximal discrete entropy.** Prove that, of all probability mass functions for a non-negative integer-valued random variable with mean $\mu$, the geometric distribution, given by

    $$P_Z(z) = \frac{1}{1+\mu} \left( \frac{\mu}{1+\mu} \right)^z, \quad \text{for } z = 0, 1, 2, \ldots,$$

    has the largest entropy.

    *Hint:* Let $X$ be a non-negative integer-valued random variable with mean $\mu$. Show that $H(X) - H(Z) = -D(P_X \parallel P_Z) \leq 0$ with equality iff $P_X = P_Z$.

11. **Inequalities:** Which of the following inequalities are $\geq, =, \leq$? Label each with $\geq, =, \text{or} \leq$ and justify your answer.
12. Entropy of a sum [57]: Given random variables $X$ and $Y$ with finite alphabets, define a new random variable $Z$ as $Z = X + Y$.

(a) Prove that $H(Z|X) = H(Y|X)$.

(b) Show that, if $X$ and $Y$ are independent, then $H(Z) \geq H(X)$ and $H(Z) \geq H(Y)$.

(c) Give an example such that $H(X) > H(Z)$ and $H(Y) > H(Z)$.

Hint: You may create an example with $H(Z) = 0$, but $H(X) > 0$ and $H(Y) > 0$.

(d) Under what condition does $H(Z) = H(X) + H(Y)$?

13. Let $X_1 \rightarrow X_2 \rightarrow X_3 \rightarrow \cdots \rightarrow X_n$ form a Markov chain. Show that:

(a) $I(X_1; X_2, \ldots, X_n) = I(X_1; X_2)$.

(b) For any $n$, $H(X_1|X_{n-1}) \leq H(X_1|X_n)$.

14. Refinement cannot decrease entropy: Given integer $m \geq 1$ and a random variable $X$ with distribution $P_X$, let $\{U_1, \ldots, U_m\}$ be a partition on the alphabet $\mathcal{X}$ of $X$; i.e., $\bigcup_{i=1}^{m} U_i = \mathcal{X}$ and $U_j \cap U_k = \emptyset$ for all $j \neq k$. Now let $U$ denote a random variable with alphabet $\{1, \ldots, m\}$ and distribution $P_U(i) = P_X(U_i)$ for $1 \leq i \leq m$. In this case, $X$ is called a refinement (or an $m$-refinement) of $U$. Show that

$$H(X) \geq H(U).$$

15. Provide examples for the following inequalities.

(a) $D(P_{X|Z}||P_{\hat{X}|\hat{Z}}) > D(P_{X}||P_{\hat{X}})$.

(b) $D(P_{X|Z}||P_{\hat{X}|\hat{Z}}) < D(P_{X}||P_{\hat{X}})$.

16. Prove that the binary divergence defined by

$$D(p||q) \triangleq p \log_2 \frac{p}{q} + (1 - p) \log_2 \frac{1 - p}{1 - q}$$

satisfies

$$D(p||q) \leq \log_2(e) \frac{(p - q)^2}{q(1 - q)}$$
for $0 < p < 1$ and $0 < q < 1$.

Hint: Use the FI Lemma.

17. Let \( \{p_1, p_2, \ldots, p_m\} \) be a set of positive real numbers with \( \sum_{i=1}^{m} p_i = 1 \). If \( \{q_1, q_2, \ldots, q_m\} \) is any other set of positive real numbers with \( \sum_{i=1}^{m} q_i = \alpha \), where \( \alpha > 0 \) is a constant, show that

\[
\sum_{i=1}^{m} p_i \log \frac{1}{p_i} \leq \sum_{i=1}^{m} p_i \log \frac{1}{q_i} + \log \alpha.
\]

Give a necessary and sufficient condition for equality.

18. An alternative form for mutual information: Given jointly distributed random variables \( X \) and \( Y \) with alphabets \( \mathcal{X} \) and \( \mathcal{Y} \), respectively, and with joint distribution \( P_{X,Y} = P_Y|X P_X \), show that the mutual information \( I(X;Y) \) can be written as

\[
I(X;Y) = D(P_Y|X || P_Y|P_X) = D(P_Y|X || Q_Y|P_X) - D(P_Y||Q_Y)
\]

for any distribution \( Q_Y \) on \( \mathcal{Y} \), where \( P_Y \) is the marginal distribution of \( P_{X,Y} \) on \( \mathcal{Y} \) and

\[
D(P_Y|X || Q_Y|P_X) = \sum_{x \in \mathcal{X}} P_X(x) \sum_{y \in \mathcal{Y}} P_Y|X(y|x) \log \frac{P_Y|X(y|x)}{Q_Y(y)}
\]

is the conditional divergence between \( P_Y|X \) and \( Q_Y \) given \( P_X \); see Definition 2.40.

19. Let \( X \) and \( Y \) be jointly distributed discrete random variables. Show that

\[
I(X;Y) \geq I(f(X); g(Y)),
\]

where \( f(\cdot) \) and \( g(\cdot) \) are given functions.

20. Data processing inequality for the divergence: Given a conditional distribution \( P_{Y|X} \) defined on the alphabets \( \mathcal{X} \) and \( \mathcal{Y} \), let \( P_X \) and \( Q_X \) be two distributions on \( \mathcal{X} \) and let \( P_Y \) and \( Q_Y \) be two corresponding distributions on \( \mathcal{Y} \) defined by

\[
P_Y(y) = \sum_{x \in \mathcal{X}} P_{Y|X}(y|x) P_X(x)
\]

and

\[
Q_Y(y) = \sum_{x \in \mathcal{X}} P_{Y|X}(y|x) Q_X(x)
\]

for all \( y \in \mathcal{Y} \). Show that

\[
D(P_X||Q_X) \geq D(P_Y||Q_Y).
\]
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21. **An application of Jensen’s inequality** [57]: Let $X$ be a discrete random variable with distribution $P_X$.

   (a) Use Jensen’s inequality to show that
   $$2^{E[\log_2 P_X(X)]} \leq E[P_X(X)].$$

   (b) Let $X'$ be another random variable that is independent of $X$ but has the same distribution as $X$. Show that
   $$\Pr[X = X'] \geq 2^{-H(X)}$$
   with equality iff $X$ is uniformly distributed.

   (c) Now assume that $X'$ has a different distribution than $X$ (but is still independent of $X$). Show that
   $$\Pr[X = X'] \geq 2^{-H(X) - D(X\|X')}.$$ 

22. **Useful inequalities** [135, 98]:

   (a) Given a positive integer $m$, let $P_i$ and $Q_i$ be positive real numbers defined for $i = 1, 2, \cdots, m$, such that
   $$\sum_{i=1}^{m} P_i = \sum_{i=1}^{m} Q_i = 1.$$ 

   Let the parameter $\lambda$ satisfy $0 < \lambda < 1$. Show that
   $$\sum_{i=1}^{m} Q_i^\lambda P_i^{1-\lambda} \leq 1,$$
   and give a necessary and sufficient condition for equality.

   (b) **Hölder’s inequality**: Given a positive integer $m$, let $a_i$ and $b_i$ be positive real numbers defined for $i = 1, 2, \cdots, m$ and let parameter $\lambda$ satisfy $0 < \lambda < 1$. Show that
   $$\sum_{i=1}^{m} a_i b_i \leq \left[ \sum_{i=1}^{m} a_i^{\frac{1}{\lambda}} \right]^\lambda \left[ \sum_{i=1}^{m} b_i^{\frac{1}{1-\lambda}} \right]^{1-\lambda},$$
   with equality iff for some constant $c$,
   $$a_i^{\frac{1}{\lambda}} = c b_i^{\frac{1}{1-\lambda}}$$
   for all $i$. Note that when $\lambda = 1/2$, the inequality is nothing but the so-called *Cauchy-Schwarz inequality.*
(c) **Variant of Hölder’s inequality:** Using the same quantities in (b), show that
\[
\sum_{i=1}^{m} P_i a_i b_i \leq \left( \sum_{i=1}^{m} P_i a_i^\lambda \right)^{\frac{1}{\lambda}} \left( \sum_{i=1}^{m} P_i b_i^{1-\lambda} \right)^{\frac{1}{1-\lambda}},
\]
with equality iff for some constant \(c,\)
\[
P_i a_i^\lambda = c P_i b_i^{1-\lambda}
\]
for all \(i,\) where \(P_i\) is defined in (a).

23. **Inequality of arithmetic and geometric means:**

(a) Show that
\[
\sum_{i=1}^{n} a_i \ln x_i \leq \ln \left( \sum_{i=1}^{n} a_i x_i \right),
\]
where \(x_1, x_2, \ldots, x_n\) are arbitrary positive numbers, and \(a_1, a_2, \ldots, a_n\) are positive numbers such that \(\sum_{i=1}^{n} a_i = 1.\)

(b) Deduce from the above the inequality of the arithmetic and geometric means:
\[
x_1^{a_1} x_2^{a_2} \cdots x_n^{a_n} \leq \sum_{i=1}^{n} a_i x_i.
\]

24. Consider two distributions \(P(\cdot)\) and \(Q(\cdot)\) on the alphabet \(\mathcal{X} = \{a_1, \ldots, a_K\}\) such that \(Q(a_i) > 0\) for all \(i = 1, \ldots, K.\) Show that
\[
\sum_{i=1}^{K} \frac{P(a_i)^2}{Q(a_i)} \geq 1.
\]

25. Let \(X\) be a discrete random variable with alphabet \(\mathcal{X}\) and distribution \(P_X.\) Let \(f : \mathcal{X} \to \mathbb{R}\) be a real-valued function, and let \(\alpha\) be an arbitrary real number.

(a) Show that
\[
H(X) \leq \alpha E[f(X)] + \log_2 \left[ \sum_{x \in \mathcal{X}} 2^{-\alpha f(x)} \right],
\]
with equality iff \(P_X(x) = \frac{1}{A} 2^{-\alpha f(x)}\) for \(x \in \mathcal{X},\) where \(A \triangleq \sum_{x \in \mathcal{X}} 2^{-\alpha f(x)}.\)
(b) Show that for a positive integer-valued random variable \( N \) (such that \( E[N] > 1 \) without loss of generality), the following holds:

\[
H(N) \leq \log_2(E[N]) + \log_2 e.
\]

*Hint:* First use part (a) with \( f(N) = N \) and \( \alpha = \log_2 \frac{E[N]}{E[N] - 1} \).

26. *Fano’s inequality for list decoding:* Let \( X \) and \( Y \) be two random variables with alphabets \( \mathcal{X} \) and \( \mathcal{Y} \), respectively, where \( \mathcal{X} \) is finite and \( \mathcal{Y} \) can be countably many. Given a fixed integer \( m \geq 1 \), define

\[
\hat{X}^m \triangleq (g_1(Y), g_2(Y), \ldots, g_m(Y))
\]

as the list of estimates of \( X \) obtained by observing \( Y \), where \( g_i : \mathcal{Y} \rightarrow \mathcal{X} \) is a given estimation function for \( i = 1, 2, \ldots, m \). Define the probability of list decoding error as

\[
P_e^m \triangleq \Pr \left[ \hat{X}_1 \neq X, \hat{X}_2 \neq X, \cdots, \hat{X}_m \neq X \right].
\]

(a) Show that

\[
H(X|Y) \leq h_b(P_e^m) + P_e^m \log_2(|\mathcal{X}| - u) + (1 - P_e^m) \log_2 (u),
\]

where

\[
u \triangleq \sum_{x \in \mathcal{X}} \sum_{\hat{x} \in \mathcal{X}^m} P_{X \hat{X}^m}(\hat{x}).
\]

*Note:* When \( m = 1 \), we obtain that \( u = 1 \) and the right-hand side of (2.9.5) reduces to the original Fano inequality (cf. the right-hand side of (2.5.1)).

*Hint:* Show that \( H(X|Y) \leq H(X|\hat{X}^m) \) and that \( H(X|\hat{X}^m) \) is less than the right-hand-side of the above inequality.

(b) Use (2.9.5) to deduce the following weaker version of Fano’s inequality for list decoding (see [4], [158], [227, Appendix 3.E]):

\[
H(X|Y) \leq h_b(P_e^m) + P_e^m \log_2 |\mathcal{X}| + (1 - P_e^m) \log_2 m.
\]

27. *Fano’s inequality for ternary partitioning of the observation space:* In Problem 26, \( P_e^m \) and \( u \) can actually be expressed as

\[
P_e^m = \sum_{x \in \mathcal{X}} \sum_{\hat{x} \in \hat{X}^m \notin \mathcal{U}_x} P_{X,\hat{X}^m}(x, \hat{x}) = \sum_{x \in \mathcal{X}} \sum_{y \notin \mathcal{Y}_x} P_{X,Y}(x, y)
\]

and

\[
u = \sum_{x \in \mathcal{X}} \sum_{\hat{x} \in \hat{X}^m \notin \mathcal{U}_x} P_{\hat{X}^m}(\hat{x}) = \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}_x} P_Y(y),
\]

50
respectively, where
\[ \mathcal{U}_x \triangleq \{ \hat{x}^m \in \mathcal{X}^m : \hat{x}_i = x \text{ for some } i \} \]
and
\[ \mathcal{Y}_x \triangleq \{ y \in \mathcal{Y} : g_i(y) = x \text{ for some } i \} . \]
Thus, given \( x \in \mathcal{X} \), \( \mathcal{Y}_x \) and \( \mathcal{Y}_x^c \) form a binary partition on the observation space \( \mathcal{Y} \).

Now consider again random variables \( X \) and \( Y \) with alphabets \( \mathcal{X} \) and \( \mathcal{Y} \), respectively, where \( \mathcal{X} \) is finite and \( \mathcal{Y} \) can be countably many, and assume that for each \( x \in \mathcal{X} \), we are given a ternary partition \( \{ \mathcal{S}_x, \mathcal{T}_x, \mathcal{V}_x \} \) on the observation space \( \mathcal{Y} \), where the sets \( \mathcal{S}_x, \mathcal{T}_x \) and \( \mathcal{V}_x \) are mutually disjoint and their union equals \( \mathcal{Y} \). Define
\[ p \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{S}_x} P_{X,Y}(x, y), \quad q \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{T}_x} P_{X,Y}(x, y), \quad r \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{V}_x} P_{X,Y}(x, y) \]
and
\[ s \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{S}_x} P_Y(y), \quad t \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{T}_x} P_Y(y), \quad v \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{V}_x} P_Y(y) . \]
Note that \( p + q + r = 1 \) and \( s + t + v = |\mathcal{X}| \). Show that
\[ H(X|Y) \leq H(p, q, r) + p \log_2(s) + q \log_2(t) + r \log_2(v) , \quad (2.9.7) \]
where
\[ H(p, q, r) = p \log_2 \frac{1}{p} + q \log_2 \frac{1}{q} + r \log_2 \frac{1}{r} . \]

Note: When \( \mathcal{V}_x = \emptyset \) for all \( x \in \mathcal{X} \), we obtain that \( \mathcal{S}_x = \mathcal{T}_x^c \) for all \( x \), \( r = v = 0 \) and \( p = 1 - q \); as a result, inequality (2.9.7) acquires a similar expression as (2.9.5) with \( p \) standing for the probability of error.

28. \( \epsilon \)-Independence: Let \( X \) and \( Y \) be two jointly distributed random variables with finite respective alphabets \( \mathcal{X} \) and \( \mathcal{Y} \) and joint pmf \( P_{X,Y} \) defined on the \( \mathcal{X} \times \mathcal{Y} \). Given a fixed \( \epsilon > 0 \), random variable \( Y \) is said to be \( \epsilon \)-independent from random variable \( X \) if
\[ \sum_{x \in \mathcal{X}} P_X(x) \sum_{y \in \mathcal{Y}} |P_{Y|X}(y|x) - P_Y(y)| < \epsilon \]
where \( P_X \) and \( P_Y \) are the marginal pmf’s of \( X \) and \( Y \), respectively, and \( P_{Y|X} \) is the conditional pmf of \( Y \) given \( X \). Show that
\[ I(X; Y) < \frac{\log_2(e)}{2} \epsilon^2 \]
is a sufficient condition for \( Y \) to be \( \epsilon \)-independent from \( X \), where \( I(X; Y) \) is the mutual information (in bits) between \( X \) and \( Y \).
29. Rényi’s entropy: Given a fixed positive integer \( n > 1 \), consider an \( n \)-ary valued random variable \( X \) with alphabet \( \mathcal{X} = \{1, 2, \ldots, n\} \) and distribution described by the probabilities \( p_i \triangleq \Pr[X = i] \), where \( p_i > 0 \) for each \( i = 1, \ldots, n \). Given \( \alpha > 0 \) and \( \alpha \neq 1 \), the Rényi entropy of \( X \) (see Definition 2.9.1) is given by

\[
H_\alpha(X) \triangleq \frac{1}{1 - \alpha} \log_2 \left[ \sum_{i=1}^{n} p_i^\alpha \right].
\]

(a) Show that

\[
\sum_{i=1}^{n} p_i^r > 1 \quad \text{if} \quad r < 1,
\]

and that

\[
\sum_{i=1}^{n} p_i^r < 1 \quad \text{if} \quad r > 1.
\]

Hint: Show that the function \( f(r) = \sum_{i=1}^{n} p_i^r \) is decreasing in \( r \), where \( r > 0 \).

(b) Show that

\[
0 \leq H_\alpha(X) \leq \log_2 n.
\]

Hint: Use (a) for the lower bound, and use Jensen’s inequality (with the convex function \( f(y) = y^{\frac{1}{1-\alpha}} \), for \( y > 0 \)) for the upper bound.

30. Rényi’s entropy and divergence: Consider two discrete random variables \( X \) and \( \hat{X} \) with common alphabet \( \mathcal{X} \) and distribution \( P_X \) and \( P_{\hat{X}} \), respectively.

(a) Prove Lemma 2.50.

(b) Find a distribution \( Q \) on \( \mathcal{X} \) in terms of \( \alpha \) and \( P_X \) such that the following holds

\[
H_\alpha(X) = H(X) + \frac{1}{1 - \alpha} D(P_X||Q).
\]
3.1 Principles of data compression

As mentioned in Chapter 1, data compression describes methods of representing a source by a code whose average codeword length (or code rate) is acceptably small. The representation can be: lossless (or asymptotically lossless) where the reconstructed source is identical (or asymptotically identical) to the original source; or lossy where the reconstructed source is allowed to deviate from the original source, usually within an acceptable threshold. We herein focus on lossless data compression.

Since a memoryless source is modeled as a random variable, the averaged codeword length of a codebook is calculated based on the probability distribution of that random variable. For example, a ternary memoryless source $X$ exhibits three possible outcomes with

\[
\begin{align*}
P_X(x = \text{outcome}_A) &= 0.5; \\
P_X(x = \text{outcome}_B) &= 0.25; \\
P_X(x = \text{outcome}_C) &= 0.25.
\end{align*}
\]

Suppose that a binary code book is designed for this source, in which outcome$_A$, outcome$_B$ and outcome$_C$ are respectively encoded as 0, 10, and 11. Then the average codeword length (in bits/source outcome) is

\[
\begin{align*}
\text{length}(0) \times P_X(\text{outcome}_A) + \text{length}(10) \times P_X(\text{outcome}_B) \\
+ \text{length}(11) \times P_X(\text{outcome}_C) \\
= 1 \times 0.5 + 2 \times 0.25 + 2 \times 0.25 \\
= 1.5 \text{ bits}.
\end{align*}
\]

There are usually no constraints on the basic structure of a code. In the case where the codeword length for each source outcome can be different, the
code is called a **variable-length code**. When the codeword lengths of all source outcomes are equal, the code is referred to as a **fixed-length code**. It is obvious that the minimum average codeword length among all variable-length codes is no greater than that among all fixed-length codes, since the latter is a subclass of the former. We will see in this chapter that the smallest achievable average code rate for variable-length and fixed-length codes coincide for sources with **good** probabilistic characteristics, such as stationarity and ergodicity. But for more general sources with memory, the two quantities are different (e.g., see [131]).

For fixed-length codes, the sequence of adjacent codewords are concatenated together for storage or transmission purposes, and some punctuation mechanism—such as marking the beginning of each codeword or delineating internal sub-blocks for synchronization between encoder and decoder—is normally considered an implicit part of the codewords. Due to constraints on space or processing capability, the sequence of source symbols may be too long for the encoder to deal with all at once; therefore, segmentation before encoding is often necessary. For example, suppose that we need to encode using a binary code the grades of a class with 100 students. There are three grade levels: A, B and C. By observing that there are $3^{100}$ possible grade combinations for 100 students, a straightforward code design requires $\lceil \log_2(3^{100}) \rceil = 159$ bits to encode these combinations. Now suppose that the encoder facility can only process 16 bits at a time. Then the above code design becomes infeasible and segmentation is unavoidable. Under such constraint, we may encode grades of 10 students at a time, which requires $\lceil \log_2(3^{10}) \rceil = 16$ bits. As a consequence, for a class of 100 students, the code requires 160 bits in total.

In the above example, the letters in the grade set \{A, B, C\} and the letters from the code alphabet \{0, 1\} are often called **source symbols** and **code symbols**, respectively. When the code alphabet is binary (as in the previous two examples), the code symbols are referred to as **code bits** or simply **bits** (as already used). A tuple (or grouped sequence) of source symbols is called a **sourceword** and the resulting encoded tuple consisting of code symbols is called a **codeword**. (In the above example, each sourceword consists of 10 source symbols (students) and each codeword consists of 16 bits.)

Note that, during the encoding process, the sourceword lengths do not have to be equal. In this text, we however only consider the case where the sourcewords have a fixed length throughout the encoding process (except for the Lempel-Ziv code briefly discussed at the end of this chapter), but we will allow the codewords to have fixed or variable lengths as defined earlier.\(^1\) The block diagram of a source

---

\(^1\)In other words, our fixed-length codes are actually “fixed-to-fixed length codes” and our variable-length codes are “fixed-to-variable length codes” since, in both cases, a fixed number of source symbols is mapped onto codewords with fixed and variable lengths, respectively.
coding system is depicted in Figure 3.1.

When adding segmentation mechanisms to fixed-length codes, the codes can be loosely divided into two groups. The first consists of block codes in which the encoding (or decoding) of the next segment of source symbols is independent of the previous segments. If the encoding/decoding of the next segment, somehow, retains and uses some knowledge of earlier segments, the code is called a fixed-length tree code. As will not investigate such codes in this text, we can use “block codes” and “fixed-length codes” as synonyms.

In this chapter, we first consider data compression for block codes in Section 3.2. Data compression for variable-length codes is then addressed in Section 3.3.

3.2 Block codes for asymptotically lossless compression

3.2.1 Block codes for discrete memoryless sources

We first focus on the study of asymptotically lossless data compression of discrete memoryless sources via block (fixed-length) codes. Such sources were already defined in Appendix B and the previous chapter; but we nevertheless recall their definition.

**Definition 3.1 (Discrete memoryless source)** A discrete memoryless source (DMS) \(\{X_n\}_{n=1}^{\infty}\) consists of a sequence of independent and identically distributed (i.i.d.) random variables, \(X_1, X_2, X_3, \ldots\), all taking values in a common finite alphabet \(\mathcal{X}\). In particular, if \(P_X(\cdot)\) is the common distribution or probability mass function (pmf) of the \(X_i\)'s, then

\[
P_{X^n}(x_1, x_2, \ldots, x_n) = \prod_{i=1}^{n} P_X(x_i).
\]
Definition 3.2 An \((n, M)\) block code of blocklength \(n\) and size \(M\) (which can be a function of \(n\) in general, i.e., \(M = M_n\)) for a discrete source \(\{X_n\}_{n=1}^{\infty}\) is a set \(\{c_1, c_2, \ldots, c_M\} \subseteq X^n\) consisting of \(M\) reproduction (or reconstruction) words, where each reproduction word is a sourceword (an \(n\)-tuple of source symbols).

The block code’s operation can be symbolically represented as:

\[(x_1, x_2, \ldots, x_n) \rightarrow c_m \in \{c_1, c_2, \ldots, c_M\}.
\]

This procedure will be repeated for each consecutive block of length \(n\), i.e.,

\[
\cdots (x_{3n}, \ldots, x_{31}) (x_{2n}, \ldots, x_{21}) (x_{1n}, \ldots, x_{11}) \rightarrow \cdots |c_{m_3}|c_{m_2}|c_{m_1},
\]

where “|” reflects the necessity of “punctuation mechanism” or “synchronization mechanism” for consecutive source block coders.

The next theorem provides a key tool for proving Shannon’s source coding theorem.

---

In the literature, both \((n, M)\) and \((M, n)\) have been used to denote a block code with blocklength \(n\) and size \(M\). For example, [297, p. 149] adopts the former one, while [57, p. 193] uses the latter. We use the \((n, M)\) notation since \(M = M_n\) is a function of \(n\) in general.

One can binary-index the reproduction words in \(\{c_1, c_2, \ldots, c_M\}\) using \(k \equiv \lceil \log_2 M \rceil\) bits. As such \(k\)-bit words in \(\{0, 1\}^k\) are usually stored for retrieval at a later date, the \((n, M)\) block code can be represented by an encoder-decoder pair of functions \((f, g)\), where the encoding function \(f : X^n \rightarrow \{0, 1\}^k\) maps each sourceword \(x^n\) to a \(k\)-bit word \(f(x^n)\) which we call a codeword. Then the decoding function \(g : \{0, 1\}^k \rightarrow \{c_1, c_2, \ldots, c_M\}\) is a retrieving operation that produces the reproduction words. Since the codewords are binary-valued, such a block code is called a binary code. More generally, a \(D\)-ary block code (where \(D > 1\) is an integer) would use an encoding function \(f : X^n \rightarrow \{0, 1, \ldots, D-1\}^k\) where each codeword \(f(x^n)\) contains \(k\) \(D\)-ary code symbols.

Furthermore, since the behavior of block codes is investigated for sufficiently large \(n\) and \(M\) (tending to infinity), it is legitimate to replace \(\lceil \log_2 M \rceil\) by \(\log_2 M\) for the case of binary codes. With this convention, the data compression rate or code rate is

\[
\text{bits required per source symbol} = \frac{k}{n} = \frac{1}{n} \log_2 M.
\]

Similarly, for \(D\)-ary codes, the rate is

\[
D\text{-ary code symbols required per source symbol} = \frac{k}{n} = \frac{1}{n} \log_D M.
\]

For computational convenience, nats (under the natural logarithm) can be used instead of bits or \(D\)-ary code symbols; in this case, the code rate becomes:

\[
\text{nats required per source symbol} = \frac{1}{n} \log M.
\]

---

When one uses an encoder-decoder pair \((f, g)\) to describe the block code, the code’s operation can be expressed as: \(c_m = g(f(x^n))\).
Theorem 3.3 (Shannon-McMillan) (Asymptotic equipartition property or AEP\(^5\)) If \(\{X_n\}_{n=1}^{\infty}\) is a DMS with entropy \(H(X)\), then

\[
-\frac{1}{n} \log_2 P_{X^n}(X_1, \ldots, X_n) \to H(X) \quad \text{in probability.}
\]

In other words, for any \(\delta > 0\),

\[
\lim_{n \to \infty} \Pr \left\{ \left| -\frac{1}{n} \log_2 P_{X^n}(X_1, \ldots, X_n) - H(X) \right| > \delta \right\} = 0.
\]

Proof: This theorem follows by first observing that for an i.i.d. sequence \(\{X_n\}_{n=1}^{\infty}\),

\[
-\frac{1}{n} \log_2 P_{X^n}(X_1, \ldots, X_n) = \frac{1}{n} \sum_{i=1}^{n} \left[ -\log_2 P_{X}(X_i) \right]
\]

and that the sequence \(\{-\log_2 P_{X}(X_i)\}_{i=1}^{\infty}\) is i.i.d., and then applying the weak law of large numbers (WLLN) on the later sequence.

The AEP indeed constitutes an “information theoretic” analog of WLLN as it states that if \(\{-\log_2 P_{X}(X_i)\}_{i=1}^{\infty}\) is an i.i.d. sequence, then for any \(\delta > 0\),

\[
\Pr \left\{ \left| \frac{1}{n} \sum_{i=1}^{n} \left[ -\log_2 P_{X}(X_i) \right] - H(X) \right| \leq \delta \right\} \to 1 \quad \text{as} \quad n \to \infty.
\]

As a consequence of the AEP, all the probability mass will be ultimately placed on the weakly \(\delta\)-typical set, which is defined as

\[
\mathcal{F}_n(\delta) \triangleq \left\{ x^n \in \mathcal{X}^n : \left| -\frac{1}{n} \log_2 P_{X^n}(x^n) - H(X) \right| \leq \delta \right\}
\]

\[
= \left\{ x^n \in \mathcal{X}^n : \left| -\frac{1}{n} \sum_{i=1}^{n} \log_2 P_{X}(x_i) - H(X) \right| \leq \delta \right\}.
\]

Note that since the source is memoryless, for any \(x^n \in \mathcal{F}_n(\delta)\), \(-(1/n) \log_2 P_{X^n}(x^n)\), the normalized self-information of \(x^n\), is equal to \((1/n) \sum_{i=1}^{n} \left[ -\log_2 P_{X}(x_i) \right]\), which is the empirical (arithmetic) average self-information or “apparent” entropy of the source. Thus, a sourceword \(x^n\) is \(\delta\)-typical if it yields an apparent source entropy within \(\delta\) of the “true” source entropy \(H(X)\). Note that the source-words in \(\mathcal{F}_n(\delta)\) are nearly equiprobable or equally surprising (cf. Property 1 of Theorem 3.4); this justifies naming Theorem 3.3 by AEP.

Theorem 3.4 (Consequence of the AEP) Given a DMS \(\{X_n\}_{n=1}^{\infty}\) with entropy \(H(X)\) and any \(\delta\) greater than zero, then the weakly \(\delta\)-typical set \(\mathcal{F}_n(\delta)\) satisfies the following.

\(^5\)This is also called the entropy stability property.
1. If \( x^n \in \mathcal{F}_n(\delta) \), then
\[
2^{-n(H(X)+\delta)} \leq P_{X^n}(x^n) \leq 2^{-n(H(X)-\delta)}.
\]

2. \( P_{X^n}(\mathcal{F}_n^c(\delta)) < \delta \) for sufficiently large \( n \), where the superscript “c” denotes the complementary set operation.

3. \(|\mathcal{F}_n(\delta)| > (1-\delta)2^n(H(X)-\delta)\) for sufficiently large \( n \), and \(|\mathcal{F}_n(\delta)| \leq 2^n(H(X)+\delta)\) for every \( n \), where \(|\mathcal{F}_n(\delta)|\) denotes the number of elements in \( \mathcal{F}_n(\delta) \).

**Note:** The above theorem also holds if we define the typical set using the base- \( D \) logarithm \( \log_D \) for any \( D > 1 \) instead of the base-2 logarithm; in this case, one just needs to appropriately change the base of the exponential terms in the above theorem (by replacing \( 2^x \) terms with \( D^x \) terms) and also substitute \( H(X) \) with \( H_D(X) \).

**Proof:** Property 1 is an immediate consequence of the definition of \( \mathcal{F}_n(\delta) \).

Property 2 is a direct consequence of the AEP, since the AEP states that for a fixed \( \delta > 0 \), \( \lim_{n \to \infty} P_{X^n}(\mathcal{F}_n(\delta)) = 1 \); i.e., \( \forall \varepsilon > 0 \), there exists \( n_0 = n_0(\varepsilon) \) such that for all \( n \geq n_0 \),
\[
P_{X^n}(\mathcal{F}_n(\delta)) > 1 - \varepsilon.
\]

In particular, setting \( \varepsilon = \delta \) yields the result. We nevertheless provide a direct proof of Property 2 as we give an explicit expression for \( n_0 \): observe that by Chebyshev’s inequality,
\[
P_{X^n}(\mathcal{F}_n^c(\delta)) = P_{X^n} \left\{ x^n \in \mathcal{X}^n : \left| \frac{1}{n} \log_2 P_{X^n}(x^n) - H(X) \right| > \delta \right\} 
\leq \frac{\sigma_X^2}{n\delta^2} < \delta,
\]
for \( n > \sigma_X^2/\delta^3 \), where the variance
\[
\sigma_X^2 \triangleq \text{Var}[- \log_2 P_X(X)] = \sum_{x \in \mathcal{X}} P_X(x) [\log_2 P_X(x)]^2 - (H(X))^2
\]
is a constant\(^7 \) independent of \( n \).

\(^6\)The detail for Chebyshev’s inequality as well as its proof can be found on p. 282 in Appendix B.

\(^7\)In the proof, we assume that the variance \( \sigma_X^2 = \text{Var}[- \log_2 P_X(X)] < \infty \). This holds since the source alphabet is finite:
\[
\text{Var}[- \log_2 P_X(X)] \leq E[(\log_2 P_X(X))^2] = \sum_{x \in \mathcal{X}} P_X(x)(\log_2 P_X(x))^2 
\leq \sum_{x \in \mathcal{X}} \frac{4}{e^2}[\log_2(e)]^2 = \frac{4}{e^2}[\log_2(e)]^2 \times |\mathcal{X}| < \infty.
\]
To prove Property 3, we have from Property 1 that

\[ 1 \geq \sum_{x^n \in F_n(\delta)} P_{X^n}(x^n) \geq \sum_{x^n \in F_n(\delta)} 2^{-n(H(X)+\delta)} = |F_n(\delta)|2^{-n(H(X)+\delta)}, \]

and, using Properties 2 and 1, we have that

\[ 1 - \delta < 1 - \frac{\sigma_X^2}{n\delta^2} \leq \sum_{x^n \in F_n(\delta)} P_{X^n}(x^n) \leq \sum_{x^n \in F_n(\delta)} 2^{-n(H(X)-\delta)} = |F_n(\delta)|2^{-n(H(X)-\delta)}, \]

for \( n \geq \sigma_X^2/\delta^3 \).

Note that for any \( n > 0 \), a block code \( C_n = (n, M) \) is said to be **uniquely decodable** or **completely lossless** if its set of reproduction words is trivially equal to the set of all source \( n \)-tuples: \( \{c_1, c_2, \ldots, c_M\} = X^n \). In this case, if we are binary-indexing the reproduction words using an encoding-decoding pair \( (f, g) \), every sourceword \( x^n \) will be assigned to a distinct binary codeword \( f(x^n) \) of length \( k = \log_2 M \) and all the binary \( k \)-tuples are the image under \( f \) of some sourceword. In other words, \( f \) is a bijective (injective and surjective) map and hence invertible with the decoding map \( g = f^{-1} \) and \( M = |X|^n = 2^k \). Thus the code rate is \( (1/n) \log_2 M = \log_2 |X| \) bits/source symbol.

Now the question becomes: can we achieve a better (i.e., smaller) compression rate? The answer is affirmative: we can achieve a compression rate equal to the source entropy \( H(X) \) (in bits), which can be significantly smaller than \( \log_2 M \) when this source is strongly non-uniformly distributed, if we give up unique decodability (for every \( n \)) and allow \( n \) to be sufficiently large to asymptotically achieve lossless reconstruction by having an arbitrarily small (but positive) probability of decoding error \( P_e(C_n) \triangleq P_{X^n}\{x^n \in X^n : g(f(x^n)) \neq x^n\} \).

Thus, block codes herein can perform data compression that is **asymptotically lossless** with respect to blocklength; this contrasts with variable-length codes which can be completely lossless (uniquely decodable) for every finite blocklength.

We now can formally state and prove Shannon’s asymptotically lossless source coding theorem for block codes. The theorem will be stated for general \( D \)-ary block codes, representing the source entropy \( H_D(X) \) in \( D \)-ary code symbol/source symbol as the smallest (infimum) possible compression rate for asymptotically lossless \( D \)-ary block codes. Without loss of generality, the theorem will be proved for the case of \( D = 2 \). The idea behind the proof of the forward (achievability) part is basically to binary-index the source sequence in the weakly \( \delta \)-typical set \( F_n(\delta) \) to a binary codeword (starting from index one with corresponding \( k \)-tuple codeword \( 0 \cdots 01 \)); and to encode all sourcewords outside \( F_n(\delta) \) to a default all-zero binary codeword, which certainly cannot be reproduced distortionless due to its many-to-one-mapping property. The resultant
code rate is \((1/n)\lceil \log_2(|\mathcal{F}_n(\delta)| + 1) \rceil\) bits per source symbol. As revealed in the Shannon-McMillan AEP theorem and its Consequence, almost all the probability mass will be on \(\mathcal{F}_n(\delta)\) as \(n\) sufficiently large, and hence, the probability of non-reconstructable source sequences can be made arbitrarily small. A simple example for the above coding scheme is illustrated in Table 3.1. The converse part of the proof will establish (by expressing the probability of correct decoding in terms of the \(\delta\)-typical set and also using the Consequence of the AEP) that for any sequence of \(D\)-ary codes with rate strictly below the source entropy, their probability of error cannot asymptotically vanish (is bounded away from zero). Actually a stronger result is proven: it is shown that their probability of error not only does not asymptotically vanish, it actually ultimately grows to 1 (this is why we call this part a “strong” converse).

Table 3.1: An example of the \(\delta\)-typical set with \(n = 2\) and \(\delta = 0.4\), where \(\mathcal{F}_2(0.4) = \{ AB, AC, BA, BB, BC, CA, CB \}\). The codeword set is \(\{ 001(AB), 010(AC), 011(BA), 100(BB), 101(BC), 110(CA), 111(CB), 000(AA, AD, BD, CC, CD, DA, DB, DC, DD) \}\), where the parenthesis following each binary codeword indicates those source-words that are encoded to this codeword. The source distribution is \(P_X(A) = 0.4\), \(P_X(B) = 0.3\), \(P_X(C) = 0.2\) and \(P_X(D) = 0.1\).
Theorem 3.5 (Shannon’s source coding theorem) Given integer \( D > 1 \), consider a discrete memoryless source \( \{X_n\}_{n=1}^{\infty} \) with entropy \( H_D(X) \). Then the following hold.

- **Forward part (achievability):** For any \( 0 < \varepsilon < 1 \), there exists \( 0 < \delta < \varepsilon \) and a sequence of \( D \)-ary block codes \( \{ C_n = (n, M_n) \}_{n=1}^{\infty} \) with
  \[
  \limsup_{n \to \infty} \frac{1}{n} \log_D M_n \leq H_D(X) + \delta \tag{3.2.1}
  \]
  satisfying
  \[
  P_e(C_n) < \varepsilon \tag{3.2.2}
  \]
  for all sufficiently large \( n \), where \( P_e(C_n) \) denotes the probability of decoding error for block code \( C_n \).

- **Strong converse part:** For any \( 0 < \varepsilon < 1 \), any sequence of \( D \)-ary block codes \( \{ C_n = (n, M_n) \}_{n=1}^{\infty} \) with
  \[
  \limsup_{n \to \infty} \frac{1}{n} \log_D M_n < H_D(X) \tag{3.2.3}
  \]
  satisfies
  \[
  P_e(C_n) > 1 - \varepsilon
  \]
  for all \( n \) sufficiently large.

**Proof:**

*Forward Part:* Without loss of generality, we will prove the result for the case of binary codes (i.e., \( D = 2 \)). Also recall that subscript \( D \) in \( H_D(X) \) will be dropped (i.e., omitted) specifically when \( D = 2 \).

Given \( 0 < \varepsilon < 1 \), fix \( \delta \) such that \( 0 < \delta < \varepsilon \) and choose \( n > 2/\delta \). Now construct a binary \( C_n \) block code by simply mapping the \( \delta/2 \)-typical sourcewords \( x^n \) onto distinct not all-zero binary codewords of length \( k \triangleq \lceil \log_2 M_n \rceil \) bits. In other words, binary-index (cf. the footnote in Definition 3.2) the sourcewords in \( F_n(\delta/2) \) with the following encoding map:

\[
\begin{align*}
  x^n &\rightarrow \text{binary index of } x^n, & \text{if } x^n \in F_n(\delta/2); \\
  x^n &\rightarrow \text{all-zero codeword}, & \text{if } x^n \not\in F_n(\delta/2).
\end{align*}
\]

---

\( ^8 \) (3.2.2) is equivalent to \( \limsup_{n \to \infty} P_e(C_n) \leq \varepsilon \). Since \( \varepsilon \) can be made arbitrarily small, the forward part actually indicates the existence of a sequence of \( D \)-ary block codes \( \{ C_n \}_{n=1}^{\infty} \) satisfying (3.2.1) such that \( \limsup_{n \to \infty} P_e(C_n) = 0 \).

Based on this, the converse should be that any sequence of \( D \)-ary block codes satisfying (3.2.3) satisfies \( \limsup_{n \to \infty} P_e(C_n) > 0 \). However, the so-called strong converse actually gives a stronger consequence: \( \limsup_{n \to \infty} P_e(C_n) = 1 \) (as \( \varepsilon \) can be made arbitrarily small).
Then by the Shannon-McMillan AEP theorem, we obtain that
\[
M_n = |\mathcal{F}_n(\delta/2)| + 1 \leq 2^{n(H(X)+\delta/2)} + 1 < 2 \cdot 2^{n(H(X)+\delta/2)} < 2^{n(H(X)+\delta)},
\]
for \( n > 2/\delta \). Hence, a sequence of \( \mathcal{C}_n = (n,M_n) \) block code satisfying (3.2.1) is established. It remains to show that the error probability for this sequence of \( (n,M_n) \) block code can be made smaller than \( \varepsilon \) for all sufficiently large \( n \).

By the Shannon-McMillan AEP theorem,
\[
P_{X^n}(\mathcal{F}_n^c(\delta/2)) < \frac{\delta}{2} \quad \text{for all sufficiently large } n.
\]
Consequently, for those \( n \) satisfying the above inequality, and being bigger than \( 2/\delta \),
\[
P_e(\mathcal{C}_n) \leq P_{X^n}(\mathcal{F}_n^c(\delta/2)) < \delta \leq \varepsilon.
\]
(For the last step, the readers can refer to Table 3.1 to confirm that only the “ambiguous” sequences outside the typical set contribute to the probability of error.)

**Strong Converse Part:** Fix any sequence of block codes \( \{\mathcal{C}_n\}_{n=1}^\infty \) with
\[
\limsup_{n \to \infty} \frac{1}{n} \log_2 |\mathcal{C}_n| < H(X).
\]
Let \( \mathcal{S}_n \) be the set of source symbols that can be correctly decoded through \( \mathcal{C}_n \)-coding system. (A quick example is depicted in Figure 3.2.) Then \( |\mathcal{S}_n| = |\mathcal{C}_n| \).

By choosing \( \delta \) small enough with \( \varepsilon/2 > \delta > 0 \), and also by definition of \( \limsup \) operation, we have
\[
(\exists N_0)(\forall n > N_0) \quad \frac{1}{n} \log_2 |\mathcal{S}_n| = \frac{1}{n} \log_2 |\mathcal{C}_n| < H(X) - 2\delta,
\]
which implies
\[
|\mathcal{S}_n| < 2^{n(H(X)-2\delta)}.
\]
Furthermore, from Property 2 of the Consequence of the AEP, we obtain that
\[
(\exists N_1)(\forall n > N_1) \quad P_{X^n}(\mathcal{F}_n^c(\delta)) < \delta.
\]
Consequently, for \( n > N \triangleq \max\{N_0,N_1,\log_2(2/\varepsilon)/\delta\} \), the probability of correctly block decoding satisfies
\[
1 - P_e(\mathcal{C}_n) = \sum_{x^n \in \mathcal{S}_n} P_{X^n}(x^n)
= \sum_{x^n \in \mathcal{S}_n \cap \mathcal{F}_n^c(\delta)} P_{X^n}(x^n) + \sum_{x^n \in \mathcal{S}_n \cap \mathcal{F}_n(\delta)} P_{X^n}(x^n)
\]
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Figure 3.2: Possible codebook $\mathcal{C}_n$ and its corresponding $\mathcal{S}_n$. The solid box indicates the decoding mapping from $\mathcal{C}_n$ back to $\mathcal{S}_n$.

\[
\begin{align*}
&\leq P_{X^n}(F_{n}^{c}(\delta)) + |\mathcal{S}_n \cap F_n(\delta)| \cdot \max_{x^n \in F_n(\delta)} P_{X^n}(x^n) \\
&< \delta + |\mathcal{S}_n| \cdot \max_{x^n \in F_n(\delta)} P_{X^n}(x^n) \\
&< \frac{\varepsilon}{2} + 2^{n(H(X) - 2\delta)} \cdot 2^{-n(H(X) - \delta)} \\
&< \frac{\varepsilon}{2} + 2^{-n\delta} \\
&< \varepsilon,
\end{align*}
\]

which is equivalent to $P_e(\mathcal{C}_n) > 1 - \varepsilon$ for $n > N$. \qed

**Observation 3.6** The results of the above theorem is illustrated in Figure 3.3, where $R = \lim\sup_{n \to \infty} (1/n) \log D M_n$ is usually called the ultimate (or asymptotic) code rate of block codes for compressing the source. It is clear from the figure that the (ultimate) rate of any block code with arbitrarily small decoding error probability must be greater than or equal to the source entropy.\(^9\) Conversely, the probability of decoding error for any block code of rate smaller than entropy ultimately approaches 1 (and hence is bounded away from zero). Thus for a DMS, the source entropy $H_D(X)$ is the infimum of all “achievable” source (block) coding rates; i.e., it is the infimum of all rates for which there exists a sequence of $D$-ary block codes with asymptotically vanishing (as the blocklength goes to infinity) probability of decoding error.

For a source with (statistical) memory, Shannon-McMillan’s theorem cannot be directly applied in its original form, and thereby Shannon’s source coding

---

\(^9\)Note that it is clear from the statement and proof of the forward part of Theorem 3.5 that the source entropy can be achieved as an ultimate compression rate as long as $(1/n) \log_D M_n$ approaches it from above with increasing $n$. 
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Theorem appears restricted to only memoryless sources. However, by exploring
the concept behind these theorems, one can find that the key for the validity
of Shannon’s source coding theorem is actually the existence of a set $A_n = \{x_{1}^{n}, x_{2}^{n}, \ldots , x_{M}^{n}\}$ with $M \approx D^{nH_{D}(X)}$ and $P_{X^{n}}(A_{c}^{n}) \rightarrow 0$, namely, the existence
of a “typical-like” set $A_{n}$ whose size is prohibitively small and whose probability
mass is asymptotically large. Thus, if we can find such typical-like set for a
source with memory, the source coding theorem for block codes can be extended
for this source. Indeed, with appropriate modifications, the Shannon-McMillan
theorem can be generalized for the class of stationary ergodic sources and hence
a block source coding theorem for this class can be established; this is considered
in the next subsection. The block source coding theorem for general (e.g., non-
stationary non-ergodic) sources in terms of a “generalized entropy” measure is
studied in [134, 131, 49] (see also the end of the next subsection for a brief
description).

3.2.2 Block codes for stationary ergodic sources

In practice, a stochastic source used to model data often exhibits memory or
statistical dependence among its random variables; its joint distribution is hence
not a product of its marginal distributions. In this subsection, we consider the
asymptotic lossless data compression theorem for the class of stationary ergodic
sources.\footnote{The definitions of stationarity and ergodicity can be found on p. 273 in Appendix B.}

Before proceeding to generalize the block source coding theorem, we need
to first generalize the “entropy” measure for a sequence of dependent random
variables $X_{n}$ (which certainly should be backward compatible to the discrete
memoryless cases). A straightforward generalization is to examine the limit of
the normalized block entropy of a source sequence, resulting in the concept of
entropy rate.
**Definition 3.7 (Entropy rate)** The *entropy rate* for a source \( \{X_n\}_{n=1}^{\infty} \) is denoted by \( H(X) \) and defined by

\[
H(X) \triangleq \lim_{n \to \infty} \frac{1}{n} H(X^n)
\]

provided the limit exists, where \( X^n = (X_1, \ldots, X_n) \).

Next we will show that the entropy rate exists for *stationary* sources (here, we do not need ergodicity for the existence of entropy rate).

**Lemma 3.8** For a stationary source \( \{X_n\}_{n=1}^{\infty} \), the conditional entropy

\[
H(X_n|X_{n-1}, \ldots, X_1)
\]

is non-increasing in \( n \) and also bounded from below by zero. Hence by Lemma A.20, the limit

\[
\lim_{n \to \infty} H(X_n|X_{n-1}, \ldots, X_1)
\]

exists.

**Proof:** We have

\[
H(X_n|X_{n-1}, \ldots, X_1) \leq H(X_n|X_{n-1}, \ldots, X_2) \tag{3.2.4}
\]

\[
= H(X_n, \ldots, X_2) - H(X_{n-1}, \ldots, X_2)
\]

\[
= H(X_{n-1}, \ldots, X_1) - H(X_{n-2}, \ldots, X_1) \tag{3.2.5}
\]

\[
= H(X_{n-1}|X_{n-2}, \ldots, X_1)
\]

where (3.2.4) follows since conditioning never increases entropy, and (3.2.5) holds because of the stationarity assumption. Finally, recall that each conditional entropy \( H(X_n|X_{n-1}, \ldots, X_1) \) is non-negative. \( \Box \)

**Lemma 3.9 (Cesaro-mean theorem)** If \( a_n \to a \) as \( n \to \infty \) and \( b_n = \frac{1}{n} \sum_{i=1}^{n} a_i \), then \( b_n \to a \) as \( n \to \infty \).

**Proof:** \( a_n \to a \) implies that for any \( \varepsilon > 0 \), there exists \( N \) such that for all \( n > N \), \( |a_n - a| < \varepsilon \). Then

\[
|b_n - a| = \left| \frac{1}{n} \sum_{i=1}^{n} (a_i - a) \right| \\
\leq \frac{1}{n} \sum_{i=1}^{n} |a_i - a|
\]
\[
\begin{align*}
&= \frac{1}{n} \sum_{i=1}^{N} |a_i - a| + \frac{1}{n} \sum_{i=N+1}^{n} |a_i - a| \\
&\leq \frac{1}{n} \sum_{i=1}^{N} |a_i - a| + \frac{n - N}{n} \varepsilon.
\end{align*}
\]

Hence, \( \lim_{n \to \infty} |b_n - a| \leq \varepsilon \). Since \( \varepsilon \) can be made arbitrarily small, the lemma holds. \( \square \)

**Theorem 3.10** For a stationary source \( \{X_n\}_{n=1}^{\infty} \), its entropy rate always exists and is equal to

\[
H(\mathcal{X}) = \lim_{n \to \infty} H(X_n|X_{n-1}, \ldots, X_1).
\]

**Proof:** The result directly follows by writing

\[
\frac{1}{n} H(X^n) = \frac{1}{n} \sum_{i=1}^{n} H(X_i|X_{i-1}, \ldots, X_1) \quad \text{(chain-rule for entropy)}
\]

and applying the Cesaro-mean theorem. \( \square \)

**Observation 3.11** It can also be shown that for a stationary source, \((1/n)H(X^n)\) is non-increasing in \(n\) and \((1/n)H(X^n) \geq H(X_n|X_{n-1}, \ldots, X_1)\) for all \(n \geq 1\). (The proof is left as an exercise. See Problem 3.)

It is obvious that when \( \{X_n\}_{n=1}^{\infty} \) is a discrete memoryless source, \( H(X^n) = n \times H(X) \) for every \( n \). Hence,

\[
H(\mathcal{X}) = \lim_{n \to \infty} \frac{1}{n} H(X^n) = H(X).
\]

For a stationary Markov source (of order one),\(^{11}\)

\[
H(\mathcal{X}) = \lim_{n \to \infty} \frac{1}{n} H(X^n) = \lim_{n \to \infty} H(X_n|X_{n-1}, \ldots, X_1) = H(X_2|X_1),
\]

where

\[
H(X_2|X_1) = -\sum_{x_1 \in \mathcal{X}} \sum_{x_2 \in \mathcal{X}} \pi(x_1) P_{X_2|x_1}(x_2|x_1) \cdot \log P_{X_2|x_1}(x_2|x_1),
\]

\(^{11}\)If a Markov source is mentioned without specifying its order, it is understood that it is a first-order Markov source.
and $\pi(\cdot)$ is a stationary distribution for the Markov source (note that $\pi(\cdot)$ is unique if the Markov source is irreducible). For example, for the stationary binary Markov source with transition probabilities $P_{X_2|X_1}(0|1) = \alpha$ and $P_{X_2|X_1}(1|0) = \beta$, where $0 < \alpha, \beta < 1$, we have

$$H(X) = \frac{\beta}{\alpha + \beta} h_b(\alpha) + \frac{\alpha}{\alpha + \beta} h_b(\beta),$$

where $h_b(\alpha) \triangleq -\alpha \log_2 \alpha - (1 - \alpha) \log_2 (1 - \alpha)$ is the binary entropy function.

**Observation 3.12 (Divergence rate for sources with memory)** We briefly note that analogously to the notion of entropy rate, the divergence rate (or Kullback-Leibler divergence rate) can also be defined for sources with memory. More specifically, given two discrete sources $\{X_i\}_{i=1}^\infty$ and $\{\hat{X}_i\}_{i=1}^\infty$ defined on a common finite alphabet $\mathcal{X}$, with respective sequences of $n$-fold distributions $\{P_{X^n}\}$ and $\{P_{\hat{X}^n}\}$, then the divergence rate between $\{X_i\}_{i=1}^\infty$ and $\{\hat{X}_i\}_{i=1}^\infty$ is defined by

$$\lim_{n \to \infty} \frac{1}{n} D(P_{X^n} || P_{\hat{X}^n})$$

provided the limit exists.\(^{12}\) The divergence rate is not guaranteed to exist in general; in [252], two examples of non-Markovian ergodic sources are given for which the divergence rate does not exist. However, if the source $\{\hat{X}_i\}$ is time-invariant Markov and $\{X_i\}$ is stationary, then the divergence rate exists and is given in terms of the entropy rate of $\{X_i\}$ and another quantity depending on the (second-order) statistics of $\{X_i\}$ and $\{\hat{X}_i\}$ as follows [117, p. 40]

$$\lim_{n \to \infty} \frac{1}{n} D(P_{X^n} || P_{\hat{X}^n}) = -\lim_{n \to \infty} \frac{1}{n} H(X^n) - \sum_{x_1 \in \mathcal{X}} \sum_{x_2 \in \mathcal{X}} P_{X_1,X_2}(x_1, x_2) \log_2 P_{X_2|X_1}(x_2|x_1).$$

(3.2.6)

Furthermore, if both $\{X_i\}$ and $\{\hat{X}_i\}$ are time-invariant irreducible Markov sources, then their divergence rate exists and admits the following expression [226, Theorem 1]

$$\lim_{n \to \infty} \frac{1}{n} D(P_{X^n} || P_{\hat{X}^n}) = \sum_{x_1 \in \mathcal{X}} \sum_{x_2 \in \mathcal{X}} \pi_X(x_1) P_{X_2|X_1}(x_2|x_1) \log_2 P_{\hat{X}_2|\hat{X}_1}(x_2|x_1) P_{X_2|X_1}(x_2|x_1)$$

where $\pi_X(\cdot)$ is the stationary distribution of $\{X_i\}$. The above result can also be generalized using the theory of non-negative matrices and Perron-Frobenius theory for $\{X_i\}$ and $\{\hat{X}_i\}$ being arbitrary (not necessarily irreducible, stationary, etc.) time-invariant Markov chains; see the explicit computable expression in

\(^{12}\)Another notation for the divergence rate is $\lim_{n \to \infty} \frac{1}{n} D(X^n || \hat{X}^n)$. 

67
A direct consequence of the later result is a formula for the entropy rate of an arbitrary not necessarily stationary time-invariant Markov source \cite[Corollary 2]{226}.

Finally, note that all the above results also hold with the proper modifications if the Markov chains are replaced with $k$-th order Markov chains (for any integer $k > 1$) \cite{226}.

**Theorem 3.13 (Generalized AEP or Shannon-McMillan-Breiman Theorem \cite{57})** If $\{X_n\}_{n=1}^{\infty}$ is a stationary ergodic source, then

$$-\frac{1}{n}\log_2 P_{X^n}(X_1, \ldots, X_n) \xrightarrow{a.s.} H(X).$$

Since the AEP theorem (law of large numbers) is valid for stationary ergodic sources, all consequences of AEP will follow, including Shannon’s lossless source coding theorem.

**Theorem 3.14 (Shannon’s source coding theorem for stationary ergodic sources)** Given integer $D > 1$, let $\{X_n\}_{n=1}^{\infty}$ be a stationary ergodic source with entropy rate (in base $D$)

$$H_D(X) \triangleq \lim_{n \to \infty} \frac{1}{n} H_D(X^n).$$

Then the following hold.

- **Forward part (achievability):** For any $0 < \varepsilon < 1$, there exists $\delta$ with $0 < \delta < \varepsilon$ and a sequence of $D$-ary block codes \{${\mathcal C}_n = (n, M_n)$\}_{n=1}^{\infty} with

$$\limsup_{n \to \infty} \frac{1}{n} \log_D M_n < H_D(X) + \delta,$$

and probability of decoding error satisfying

$$P_e(\mathcal{C}_n) < \varepsilon$$

for all sufficiently large $n$.

\footnote{More generally, the Rényi entropy rate of order $\alpha$, $\lim_{n \to \infty} \frac{1}{n} H_\alpha(X^n)$, as well as the Rényi divergence rate of order $\alpha$, $\lim_{n \to \infty} \frac{1}{n} D_\alpha(P_{X^n} \| P_{\hat{X}^n})$, for arbitrary time-invariant Markov sources $\{X_i\}$ and $\{\hat{X}_i\}$ exist and admit closed-form expressions \cite{225} (see also the earlier work in \cite{200}, where the results hold for more restricted classes of Markov sources).}
• **Strong converse part:** For any $0 < \varepsilon < 1$, any sequence of $D$-ary block codes $\{C_n = (n, M_n)\}_{n=1}^{\infty}$ with

$$\limsup_{n \to \infty} \frac{1}{n} \log D M_n < H_D(\mathcal{X})$$

satisfies

$$P_\varepsilon(C_n) > 1 - \varepsilon$$

for all $n$ sufficiently large.

A discrete memoryless (i.i.d.) source is stationary and ergodic (so Theorem 3.5 is clearly a special case of Theorem 3.14). In general, it is hard to check whether a stationary process is ergodic or not. It is known though that if a stationary process is a mixture of two or more stationary ergodic processes, i.e., its $n$-fold distribution can be written as the mean (with respect to some distribution) of the $n$-fold distributions of stationary ergodic processes, then it is not ergodic.\(^{14}\)

For example, let $P$ and $Q$ be two distributions on a finite alphabet $\mathcal{X}$ such that the process $\{X_n\}_{n=1}^{\infty}$ is i.i.d. with distribution $P$ and the process $\{Y_n\}_{n=1}^{\infty}$ is i.i.d. with distribution $Q$. Flip a biased coin (with Heads probability equal to $\theta$, $0 < \theta < 1$) once and let

$$Z_n = \begin{cases} X_n & \text{if Heads} \\ Y_n & \text{if Tails} \end{cases}$$

for $n = 1, 2, \cdots$. Then the resulting process $\{Z_n\}_{n=1}^{\infty}$ has its $n$-fold distribution as a mixture of the $n$-fold distributions of $\{X_n\}_{n=1}^{\infty}$ and $\{Y_n\}_{n=1}^{\infty}$:

$$P_{Z^n}(a^n) = \theta P_{X^n}(a^n) + (1 - \theta) P_{Y^n}(a^n)$$  \hspace{1cm} (3.2.7)

for all $a^n \in \mathcal{X}^n$, $n = 1, 2, \cdots$. Then the process $\{Z_n\}_{n=1}^{\infty}$ is stationary but not ergodic.

A specific case for which ergodicity can be easily verified (other than the case of i.i.d. sources) is the case of stationary Markov sources. Specifically, if a (finite-alphabet) stationary Markov source is irreducible,\(^{15}\) then it is ergodic and hence the Generalized AEP holds for this source. Note that irreducibility can be verified in terms of the source’s transition probability matrix.

The following are two examples of stationary processes based on Polya’s contagion urn scheme \([218]\), one of which is non-ergodic and the other ergodic.

\(^{14}\)The converse is also true; i.e., if a stationary process cannot be represented as a mixture of stationary ergodic processes, then it is ergodic.

\(^{15}\)See p. 276 in Appendix B for the definition of irreducibility of Markov sources.
Example 3.15 (Polya contagion process [218]) We consider a binary process with memory \( \{Z_n\}_{n=1}^{\infty} \) which is obtained by the following Polya contagion urn sampling mechanism [218, 219, 220] (see also [83, 84]).

An urn initially contains \( T \) balls, of which \( R \) are red and \( B \) are black \((T = R + S)\). Successive draws are made from the urn, where after each draw \( 1 + \Delta \) balls of the same color just drawn are returned to the urn \((\Delta > 0)\). The process \( \{Z_n\}_{n=1}^{\infty} \) is generated according to the outcome of the draws:

\[
Z_n = \begin{cases} 
1, & \text{if the } n\text{th ball drawn is red} \\
0, & \text{if the } n\text{th ball drawn is black.}
\end{cases}
\]

In this model, a red ball in the urn can represent an infected person in the population and a black ball can represent a healthy person. Since the number of balls of the color just drawn increases (while the number of balls of the opposite color are unchanged), the likelihood that a ball of the same color as the ball just drawn will be picked in the next draw increases. Hence the occurrence of an “unfavorable” event (say an infection) increases the probability of future unfavorable events (the same applies for favorable events) and as a result the model provides a basic template for characterizing contagious phenomena.

For any \( n \geq 1 \), the \( n \)-fold distribution of the binary process \( \{Z_n\}_{n=1}^{\infty} \) can be derived in closed form as follows:

\[
\Pr[Z^n = a^n] = \frac{\rho(\rho + \delta) \cdots (\rho + (d - 1)\delta)\sigma(\sigma + \delta) \cdots (\sigma + (n - d - 1)\delta)}{(1 + \delta)(1 + 2\delta) \cdots (1 + (n - 1)\delta)}
\]

\[
= \frac{\Gamma\left(\frac{\rho}{\delta}\right) \Gamma\left(\frac{\sigma}{\delta} + d\right) \Gamma\left(\frac{\sigma}{\delta} + n - d\right)}{\Gamma\left(\frac{\rho}{\delta}\right) \Gamma\left(\frac{\sigma}{\delta}\right) \Gamma\left(1 + n\right)}
\]

for all \( a^n = (a_1, a_2, \cdots, a_n) \in \{0, 1\}^n \), where \( d = a_1 + a_2 + \cdots + a_n \), \( \rho \triangleq \frac{R}{T} \), \( \sigma \triangleq 1 - \rho = \frac{B}{T} \), \( \delta \triangleq \frac{\Delta}{T} \), and \( \Gamma(\cdot) \) is the gamma function given by

\[
\Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt \quad \text{for } x > 0.
\]

To obtain the last equation in (3.2.8), we use the identity

\[
\prod_{j=0}^{n-1}(\alpha + j\beta) = \beta^n \frac{\Gamma\left(\frac{\alpha}{\beta} + n\right)}{\Gamma\left(\frac{\alpha}{\beta}\right)}
\]

which is obtained using the fact that \( \Gamma(x + 1) = x \Gamma(x) \). We remark from expression (3.2.8) for the joint distribution that the process \( \{Z_n\} \) is exchangeable\(^\text{16}\)

\(^{16}\)A process \( \{Z_n\}_{n=1}^{\infty} \) is called exchangeable (or symmetrically dependent) if for every finite positive integer \( n \), the random variables \( Z_1, Z_2, \cdots, Z_n \) have the property that their joint distribution is invariant with respect to all permutations of the indices \( 1, 2, \cdots, n \) (e.g., see [84]). The notion of exchangeability is originally due to de Finetti [63]. It directly follows from the definition that an exchangeable process is stationary.
and is thus stationary. Furthermore, it can be shown \([220, 84]\) that the process sample average \(\frac{1}{n}(Z_1 + Z_2 + \cdots + Z_n)\) converges almost surely as \(n \to \infty\) to a random variable \(Z\), whose distribution is given by the beta distribution with parameters \(\rho/\delta = R/\Delta\) and \(\sigma/\delta = B/\Delta\). This directly implies that the process \(\{Z_n\}_{n=1}^\infty\) is not ergodic since its sample average does not converge to a constant. It is also shown in \([7]\) that the entropy rate of \(\{Z_n\}_{n=1}^\infty\) is given by

\[
H(Z) = E_Z[h_b(Z)] = \int_0^1 h_b(z)f_Z(z)dz
\]

where \(h_b(\cdot)\) is the binary entropy function and

\[
f_Z(z) = \begin{cases} 
\frac{\Gamma(\frac{1}{\delta})}{\Gamma(\frac{\rho}{\delta})\Gamma(\frac{\sigma}{\delta})} z^{\rho/\delta - 1} (1 - z)^{\sigma/\delta - 1} & \text{if } 0 < z < 1 \\
0 & \text{otherwise}
\end{cases}
\]

is the beta probability density function with parameters \(\rho/\delta\) and \(\sigma/\delta\). Note that Theorem 3.14 does not hold for the contagion source \(\{Z_n\}_{n=1}^\infty\) since it is not ergodic.

Finally, letting \(0 \leq R_n \leq 1\) denote the proportion of red balls in the urns after the \(n\)th draw, we can write

\[
R_n = \frac{R + (Z_1 + Z_2 + \cdots + Z_n)\Delta}{T + n\Delta}
\]

(3.2.9)

\[
= R_{n-1}\left(\frac{T + (n-1)\Delta + Z_n\Delta}{T + n\Delta}\right).
\]

(3.2.10)

Now using (3.2.10), we have

\[
E[R_n|R_{n-1}, \ldots, R_1] = E[R_n|R_{n-1}]
\]

\[
= \frac{R_{n-1}(T + (n-1)\Delta + \Delta)}{T + n\Delta} \times R_{n-1}
\]

\[
+ \frac{R_{n-1}(T + (n-1)\Delta)}{T + n\Delta} \times (1 - R_{n-1})
\]

and thus \(\{R_n\}\) is a martingale (e.g., \([84, 122]\)). Since \(\{R_n\}\) is bounded, we obtain by the martingale convergence theorem that \(R_n\) converges almost surely to some limiting random variable. But from (3.2.9), we note that the asymptotic behavior of \(R_n\) is identical to that of \(\frac{1}{n}(Z_1 + Z_2 + \cdots + Z_n)\). Thus \(R_n\) also converges almost surely to the above beta-distributed random variable \(Z\).

In \([7]\), a binary additive noise channel, whose noise is the above Polya contagion process \(\{Z_n\}_{n=1}^\infty\), is investigated as a model for a non-ergodic communication channel with memory.
Example 3.16 (Finite-memory Polya contagion process [7]) The above Polya model has “infinite” memory in the sense that the very first ball drawn from the urn has an identical effect (that does not vanish as the number of draws grows without bound) as the 999,999th ball drawn from the urn on the outcome of the millionth draw. In the context of modeling contagious phenomena, this is not reasonable as one would assume that the effects of an infection dissipate in time. We herein consider a more realistic urn model with finite memory [7].

Consider again an urn originally containing $T = R + B$ balls, of which $R$ are red and $B$ are black. At the $n$th draw, $n = 1, 2, \ldots$, a ball is selected at random from the urn and replaced with $1 + \Delta$ balls of the same color just drawn ($\Delta > 0$). Then, $M$ draws later, i.e., after the $(n + M)$th draw, $\Delta$ balls of the color picked at the $n$th draw are retrieved from the urn.

Note that in this model, the total number of balls in the urn is constant $(T + M\Delta)$ after an initialization period of $M$ draws. Also in this scheme, the effect of any draw is limited to $M$ draws in the future. The process $\{Z_n\}_{n=1}^{\infty}$ again corresponds to the outcome of the draws:

$$Z_n = \begin{cases} 1, & \text{if the } n\text{th ball drawn is red} \\ 0, & \text{if the } n\text{th ball drawn is black.} \end{cases}$$

We have that for $n \geq M + 1$,

$$\Pr[Z_n = 1|Z_{n-1} = z_{n-1}, \ldots, Z_1 = z_1] = \frac{R + (z_{n-1} + \cdots + z_{n-M})\Delta}{T + M\Delta}$$

$$= \Pr[Z_n = 1|Z_{n-1} = z_{n-1}, \ldots, Z_{n-M} = z_{n-M}]$$

for any $z_i \in \{0, 1\}, i = 1, \ldots, n$. Thus $\{Z_n\}_{n=1}^{\infty}$ is a Markov process of memory order $M$. It is also shown in [7] that $\{Z_n\}$ is stationary and its stationary distribution as well as its $n$-fold distribution and its entropy rate (which is given by $H(Z) = H(Z_{M+1}|Z_M, Z_{M-1}, \cdots, Z_1)$) are derived in closed form in terms of $R/T$, $\Delta/T$ and $M$. Furthermore, it is shown that $\{Z_n\}_{n=1}^{\infty}$ is irreducible, and hence ergodic. Thus Theorem 3.14 applies for this finite-memory Polya contagion process.

Observation 3.17 In complicated situations such as when the source is non-stationary (with time-varying statistics) and/or non-ergodic (such as the non-ergodic processes in (3.2.7) or in Example 3.15), the source entropy rate $H(X)$ (if the limit exists; otherwise one can look at the lim inf/lim sup of $(1/n)H(X^n)$) has no longer an operational meaning as the smallest possible block compression rate. This causes the need to establish new entropy measures which appropriately characterize the operational limits of an arbitrary stochastic system with memory. This is achieved in [134] where Han and Verdú introduce the notions of inf/sup-entropy rates and illustrate the key role these entropy measures
play in proving a general lossless block source coding theorem. More specifically, they demonstrate that for an arbitrary finite-alphabet source \( X = \{X^n = (X_1, X_2, \ldots, X_n)\}_{n=1}^{\infty} \) (not necessarily stationary and ergodic), the expression for the minimum achievable (block) source coding rate is given by the sup-entropy rate \( \bar{H}(X) \), defined by

\[
\bar{H}(X) \triangleq \inf_{\beta \in \mathbb{R}} \left\{ \beta : \limsup_{n \to \infty} \Pr \left[ -\frac{1}{n} \log P_{X^n}(X^n) > \beta \right] = 0 \right\}.
\]

More details are provided in [134, 131, 49].

### 3.2.3 Redundancy for lossless block data compression

Shannon’s block source coding theorem establishes that the smallest data compression rate for achieving arbitrarily small error probability for stationary ergodic sources is given by the entropy rate. Thus one can define the source redundancy as the reduction in coding rate one can achieve via asymptotically lossless block source coding versus just using uniquely decodable (completely lossless for any value of the sourceword blocklength \( n \)) block source coding. In light of the fact that the former approach yields a source coding rate equal to the entropy rate while the later approach provides a rate of \( \log_2 |\mathcal{X}| \), we therefore define the total block source-coding redundancy \( \rho_t \) (in bits/source symbol) for a stationary ergodic source \( \{X_n\}_{n=1}^{\infty} \) as

\[
\rho_t \triangleq \log_2 |\mathcal{X}| - H(X).
\]

Hence \( \rho_t \) represents the amount of “useless” (or superfluous) statistical source information one can eliminate via binary\textsuperscript{17} block source coding.

If the source is i.i.d. and uniformly distributed, then its entropy rate is equal to \( \log_2 |\mathcal{X}| \) and as a result its redundancy is \( \rho_t = 0 \). This means that the source is incompressible, as expected, since in this case every sourceword \( x^n \) will belong to the \( \delta \)-typical set \( \mathcal{F}_n(\delta) \) for every \( n > 0 \) and \( \delta > 0 \) (i.e., \( \mathcal{F}_n(\delta) = X^n \)) and hence there are no superfluous sourcewords that can be dispensed of via source coding. If the source has memory or has a non-uniform marginal distribution, then its redundancy is strictly positive and can be classified into two parts:

- Source redundancy due to the non-uniformity of the source marginal distribution \( \rho_d \):

  \[
  \rho_d \triangleq \log_2 |\mathcal{X}| - H(X_1).
  \]

\textsuperscript{17}Since we are measuring \( \rho_t \) in code bits/source symbol, all logarithms in its expression are in base 2 and hence this redundancy can be eliminated via asymptotically lossless binary block codes (one can also change the units to \( D \)-ary code symbol/source symbol by using base-\( D \) logarithms for the case of \( D \)-ary block codes).
Source redundancy due to the source memory $\rho_m$:

$$\rho_m \triangleq H(X_1) - H(X).$$

As a result, the source total redundancy $\rho_t$ can be decomposed in two parts:

$$\rho_t = \rho_d + \rho_m.$$

We can summarize the redundancy of some typical stationary ergodic sources in the following table.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\rho_d$</th>
<th>$\rho_m$</th>
<th>$\rho_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i.i.d. uniform</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>i.i.d. non-uniform</td>
<td>$\log_2</td>
<td>X</td>
<td>- H(X_1)$</td>
</tr>
<tr>
<td>1st-order symmetric Markov(^{18})</td>
<td>0</td>
<td>$H(X_1) - H(X_2</td>
<td>X_1)$</td>
</tr>
<tr>
<td>1st-order non-symmetric Markov</td>
<td>$\log_2</td>
<td>X</td>
<td>- H(X_1)$</td>
</tr>
</tbody>
</table>

### 3.3 Variable-length codes for lossless data compression

#### 3.3.1 Non-singular codes and uniquely decodable codes

We next study variable-length (completely) lossless data compression codes.

**Definition 3.18** Consider a discrete source $\{X_n\}_{n=1}^{\infty}$ with finite alphabet $X$ along with a $D$-ary code alphabet $\mathcal{B} = \{0, 1, \cdots, D - 1\}$, where $D > 1$ is an integer. Fix integer $n \geq 1$, then a $D$-ary $n$-th order variable-length code (VLC) is a map

$$f : X^n \to \mathcal{B}^*$$

mapping (fixed-length) sourcewords of length $n$ to $D$-ary codewords in $\mathcal{B}^*$ of variable lengths, where $\mathcal{B}^*$ denotes the set of all finite-length strings from $\mathcal{B}$ (i.e., $c \in \mathcal{B}^* \iff \exists$ integer $l \geq 1$ such that $c \in \mathcal{B}^l$).

The *codebook* $\mathcal{C}$ of a VLC is the set of all codewords:

$$\mathcal{C} = f(X^n) = \{f(x^n) \in \mathcal{B}^* : x^n \in X^n\}.$$

\(^{18}\)A first-order Markov process is symmetric if for any $x_1$ and $\hat{x}_1$,

$$\{a : a = P_{X_2|X_1}(y|x_1) \text{ for some } y\} = \{a : a = P_{X_2|\hat{x}_1}(y|\hat{x}_1) \text{ for some } y\}.$$
A variable-length lossless data compression code is a code in which the source symbols can be completely reconstructed without distortion. In order to achieve this goal, the source symbols have to be encoded unambiguously in the sense that any two different source symbols (with positive probabilities) are represented by different codewords. Codes satisfying this property are called non-singular codes. In practice however, the encoder often needs to encode a sequence of source symbols, which results in a concatenated sequence of codewords. If any concatenation of codewords can also be unambiguously reconstructed without punctuation, then the code is said to be uniquely decodable. In other words, a VLC is uniquely decodable if all finite sequences of sourcewords \((x^n \in \mathcal{X}^n)\) are mapped onto distinct strings of codewords; i.e., for any \(m\) and \(m'\), \((x^n_1, x^n_2, \ldots, x^n_m) \neq (y^n_1, y^n_2, \ldots, y^n_{m'})\) implies that
\[
(f(x^n_1), f(x^n_2), \ldots, f(x^n_m)) \neq (f(y^n_1), f(y^n_2), \ldots, f(y^n_{m'})) .
\]

Note that a non-singular VLC is not necessarily uniquely decodable. For example, consider a binary (first-order) code for the source with alphabet \(\mathcal{X} = \{A, B, C, D, E, F\}\)

\[
\text{code of } A = 0, \\
\text{code of } B = 1, \\
\text{code of } C = 00, \\
\text{code of } D = 01, \\
\text{code of } E = 10, \\
\text{code of } F = 11.
\]

The above code is clearly non-singular; it is however not uniquely decodable because the codeword sequence, 010, can be reconstructed as \(ABA, DA\) or \(AE\) (i.e., \((f(A), f(B), f(A)) = (f(D), f(A)) = (f(A), f(E))\) even if \((A, B, A), (D, A)\) and \((A, E)\) are all non-equal).

One important objective is to find out how “efficiently” we can represent a given discrete source via a uniquely decodable \(n\)-th order VLC and provide a construction technique that (at least asymptotically, as \(n \to \infty\)) attains the optimal “efficiency.” In other words, we want to determine what is the smallest possible average code rate (or equivalently, average codeword length) can an \(n\)-th order uniquely decodable VLC have when (losslessly) representing a given source, and we want to give an explicit code construction that can attain this smallest possible rate (at least asymptotically in the sourceword length \(n\)).
**Definition 3.19** Let $C$ be a $D$-ary $n$-th order VLC

$$f: \mathcal{X}^n \rightarrow \{0, 1, \ldots, D - 1\}^*$$

for a discrete source $\{X_n\}_{n=1}^\infty$ with alphabet $\mathcal{X}$ and distribution $P_{X^n}(x^n)$, $x^n \in \mathcal{X}^n$. Setting $\ell(c_{x^n})$ as the length of the codeword $c_{x^n} = f(x^n)$ associated with sourceword $x^n$, then the average codeword length for $C$ is given by

$$\bar{\ell} \triangleq \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n)\ell(c_{x^n})$$

and its average code rate (in $D$-ary code symbols/source symbol) is given by

$$\bar{R}_n \triangleq \frac{\bar{\ell}}{n} = \frac{1}{n} \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n)\ell(c_{x^n})$$.

The following theorem provides a strong condition which a uniquely decodable code must satisfy.

**Theorem 3.20 (Kraft inequality for uniquely decodable codes)** Let $C$ be a uniquely decodable $D$-ary $n$-th order VLC for a discrete source $\{X_n\}_{n=1}^\infty$ with alphabet $\mathcal{X}$. Let the $M = |\mathcal{X}|^n$ codewords of $C$ have lengths $\ell_1, \ell_2, \ldots, \ell_M$, respectively. Then the following inequality must hold

$$\sum_{m=1}^M D^{-\ell_m} \leq 1.$$ 

**Proof:** Suppose that we use the codebook $C$ to encode $N$ sourcewords $(x^n_i \in \mathcal{X}^n, i = 1, \ldots, N)$ arriving in a sequence; this yields a concatenated codeword sequence

$$c_1c_2c_3 \ldots c_N.$$ 

Let the lengths of the codewords be respectively denoted by

$$\ell(c_1), \ell(c_2), \ldots, \ell(c_N).$$

Consider

$$\left(\sum_{c_1 \in C} \sum_{c_2 \in C} \ldots \sum_{c_N \in C} D^{-[\ell(c_1) + \ell(c_2) + \ldots + \ell(c_N)]}\right).$$

It is obvious that the above expression is equal to

$$\left(\sum_{c \in C} D^{-\ell(c)}\right)^N = \left(\sum_{m=1}^M D^{-\ell_m}\right)^N.$$
(Note that $|C| = M$.) On the other hand, all the code sequences with length $i = \ell(c_1) + \ell(c_2) + \cdots + \ell(c_N)$ contribute equally to the sum of the identity, which is $D^{-i}$. Let $A_i$ denote the number of $N$-codeword sequences that have length $i$. Then the above identity can be re-written as $\left( \sum_{m=1}^{M} D^{-\ell_m} \right)^N = \sum_{i=1}^{LN} A_i D^{-i}$, where $L \triangleq \max_{c \in C} \ell(c)$.

Since $C$ is by assumption a uniquely decodable code, the codeword sequence must be unambiguously decodable. Observe that a code sequence with length $i$ has at most $D^i$ unambiguous combinations. Therefore, $A_i \leq D^i$, and $\left( \sum_{m=1}^{M} D^{-\ell_m} \right)^N = \sum_{i=1}^{LN} A_i D^{-i} \leq \sum_{i=1}^{LN} D^i D^{-i} = LN$, which implies that $\sum_{m=1}^{M} D^{-\ell_m} \leq (LN)^{1/N}$.

The proof is completed by noting that the above inequality holds for every $N$, and the upper bound $(LN)^{1/N}$ goes to 1 as $N$ goes to infinity.

The Kraft inequality is a very useful tool, especially for showing that the fundamental lower bound of the average rate of uniquely decodable VLCs for discrete memoryless sources is given by the source entropy.

**Theorem 3.21** The average rate of every uniquely decodable $D$-ary $n$-th order VLC for a discrete memoryless source $\{X_n\}_{n=1}^{\infty}$ is lower-bounded by the source entropy $H_D(X)$ (measured in $D$-ary code symbols/source symbol).

**Proof:** Consider a uniquely decodable $D$-ary $n$-th order VLC code for the source $\{X_n\}_{n=1}^{\infty}$ $f : \mathcal{X}^n \rightarrow \{0, 1, \cdots, D - 1\}^*$ and let $\ell(c_{x^n})$ denote the length of the codeword $c_{x^n} = f(x^n)$ for sourceword $x^n$. Hence, $R_n - H_D(X) = \frac{1}{n} \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) \ell(c_{x^n}) - \frac{1}{n} H_D(X^n)$.
\[
= \frac{1}{n} \left[ \sum_{x^n \in X^n} P_{X^n}(x^n) \ell(c_{x^n}) - \sum_{x^n \in X^n} \left( -P_{X^n}(x^n) \log D P_{X^n}(x^n) \right) \right] \\
= \frac{1}{n} \sum_{x^n \in X^n} P_{X^n}(x^n) \log_D \frac{P_{X^n}(x^n)}{D^{-\ell(c_{x^n})}} \\
\geq \frac{1}{n} \sum_{x^n \in X^n} P_{X^n}(x^n) \log_D \frac{\sum_{x^n \in X^n} P_{X^n}(x^n)}{\sum_{x^n \in X^n} D^{-\ell(c_{x^n})}} \\
\quad \text{(log-sum inequality)} \\
= -\frac{1}{n} \log \left[ \sum_{x^n \in X^n} D^{-\ell(c_{x^n})} \right] \\
\geq 0
\]

where the last inequality follows from the Kraft inequality for uniquely decodable codes and the fact that the logarithm is a strictly increasing function. \(\square\)

By examining the above proof, we observe that

\[
\overline{R}_n = H_D(X) \quad \text{iff} \quad P_{X^n}(x^n) = D^{-\ell(c_{x^n})};
\]

i.e., the source symbol probabilities are (negative) integer powers of \(D\). Such a source is called \(D\)-adic [57]. In this case, the code is called \textit{absolutely optimal} as it achieves the source entropy lower bound (it is thus optimal in terms of yielding a minimal average code rate for any given \(n\)).

Furthermore, we know from the above theorem that the average code rate is no smaller than the source entropy. Indeed a lossless data compression code, whose average code rate achieves entropy, should be optimal (since if its average code rate is below entropy, the Kraft inequality is violated and the code is no longer uniquely decodable). We summarize

1. Uniquely decodability \(\Rightarrow\) the Kraft inequality holds.

2. Uniquely decodability \(\Rightarrow\) average code rate of VLCs for memoryless sources is lower bounded by the source entropy.

\textbf{Exercise 3.22}

1. Find a non-singular and also non-uniquely decodable code that violates the Kraft inequality. (Hint: The answer is already provided in this subsection.)

2. Find a non-singular and also non-uniquely decodable code that beats the entropy lower bound.
3.3.2 Prefix or instantaneous codes

A prefix code is a VLC which is self-punctuated in the sense that there is no need to append extra symbols for differentiating adjacent codewords. A more precise definition follows:

**Definition 3.23 (Prefix code)** A VLC is called a *prefix code* or an *instantaneous code* if no codeword is a prefix of any other codeword.

A prefix code is also named an *instantaneous code* because the codeword sequence can be decoded *instantaneously* (it is immediately recognizable) without the reference to future codewords in the same sequence. Note that a uniquely decodable code is not necessarily prefix-free and may not be decoded instantaneously. The relationship between different codes encountered thus far is depicted in Figure 3.4.

A $D$-ary prefix code can be represented graphically as an initial segment of a $D$-ary tree. An example of a tree representation for a binary ($D = 2$) prefix code is shown in Figure 3.5.

**Theorem 3.24 (Kraft inequality for prefix codes)** There exists a $D$-ary $n$th-order prefix code for a discrete source $\{X_n\}_{n=1}^{\infty}$ with alphabet $\mathcal{X}$ iff the codewords of length $\ell_m$, $m = 1, \ldots, M$, satisfy the Kraft inequality, where $M = |\mathcal{X}|^n$.

**Proof:** Without loss of generality, we provide the proof for the case of $D = 2$ (binary codes).

1. **[The forward part]** Prefix codes satisfy the Kraft inequality.

   The codewords of a prefix code can always be put on a tree. Pick up a length
   \[
   \ell_{\max} \triangleq \max_{1 \leq m \leq M} \ell_m.
   \]
A tree has originally $2^{\ell_{\text{max}}}$ nodes on level $\ell_{\text{max}}$. Each codeword of length $\ell_m$ obstructs $2^{\ell_{\text{max}}-\ell_m}$ nodes on level $\ell_{\text{max}}$. In other words, when any node is chosen as a codeword, all its children will be excluded from being codewords (as for a prefix code, no codeword can be a prefix of any other code). There are exactly $2^{\ell_{\text{max}}-\ell_m}$ excluded nodes on level $\ell_{\text{max}}$ of the tree. We therefore say that each codeword of length $\ell_m$ obstructs $2^{\ell_{\text{max}}-\ell_m}$ nodes on level $\ell_{\text{max}}$. Note that no two codewords obstruct the same nodes on level $\ell_{\text{max}}$. Hence the number of totally obstructed codewords on level $\ell_{\text{max}}$ should be less than $2^{\ell_{\text{max}}}$, i.e.,

$$\sum_{m=1}^{M} 2^{\ell_{\text{max}}-\ell_m} \leq 2^{\ell_{\text{max}}}$$

which immediately implies the Kraft inequality:

$$\sum_{m=1}^{M} 2^{-\ell_m} \leq 1.$$ 

(This part can also be proven by stating the fact that a prefix code is a uniquely decodable code. The objective of adding this proof is to illustrate the characteristics of a tree-like prefix code.)
2. [The converse part] *Kraft inequality implies the existence of a prefix code.*

Suppose that $\ell_1, \ell_2, \ldots, \ell_M$ satisfy the Kraft inequality. We will show that there exists a binary tree with $M$ selected nodes where the $i^{th}$ node resides on level $\ell_i$.

Let $n_i$ be the number of nodes (among the $M$ nodes) residing on level $i$ (namely, $n_i$ is the number of codewords with length $i$ or $n_i = |\{m : \ell_m = i\}|$), and let

$$\ell_{\text{max}} \triangleq \max_{1 \leq m \leq M} \ell_m.$$ 

Then from the Kraft inequality, we have

$$n_1 2^{-1} + n_2 2^{-2} + \cdots + n_{\ell_{\text{max}}} 2^{-\ell_{\text{max}}} \leq 1.$$ 

The above inequality can be re-written in a form that is more suitable for this proof as:

$$n_1 2^{-1} \leq 1$$
$$n_1 2^{-1} + n_2 2^{-2} \leq 1$$
$$\vdots$$
$$n_1 2^{-1} + n_2 2^{-2} + \cdots + n_{\ell_{\text{max}}} 2^{-\ell_{\text{max}}} \leq 1.$$ 

Hence,

$$n_1 \leq 2$$
$$n_2 \leq 2^2 - n_1 2^1$$
$$\vdots$$
$$n_{\ell_{\text{max}}} \leq 2^{\ell_{\text{max}}} - n_1 2^{\ell_{\text{max}}-1} - \cdots - n_{\ell_{\text{max}}-1} 2^1,$$

which can be interpreted in terms of a tree model as: the 1$^{st}$ inequality says that the number of codewords of length 1 is less than the available number of nodes on the 1$^{st}$ level, which is 2. The 2$^{nd}$ inequality says that the number of codewords of length 2 is less than the total number of nodes on the 2$^{nd}$ level, which is $2^2$, minus the number of nodes obstructed by the 1$^{st}$ level nodes already occupied by codewords. The succeeding inequalities demonstrate the availability of a sufficient number of nodes at each level after the nodes blocked by shorter length codewords have been removed. Because this is true at every codeword length up to the maximum codeword length, the assertion of the theorem is proved.

Theorems 3.20 and 3.24 unveil the following relation between a variable-length uniquely decodable code and a prefix code.

**Corollary 3.25** A uniquely decodable $D$-ary $n$-th order code can always be replaced by a $D$-ary $n$-th order prefix code with the same average codeword length (and hence the same average code rate).
The following theorem interprets the relationship between the average code rate of a prefix code and the source entropy.

**Theorem 3.26**  Consider a discrete memoryless source \( \{X_n\}_{n=1}^{\infty} \).

1. For any \( D \)-ary \( n \)-th order prefix code for the source, the average code rate is no less than the source entropy \( H_D(X) \).
2. There must exist a \( D \)-ary \( n \)-th order prefix code for the source whose average code rate is no greater than \( H_D(X) + \frac{1}{n} \), namely,

\[
\bar{R}_n \triangleq \frac{1}{n} \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) \ell(c_{x^n}) \leq H_D(X) + \frac{1}{n}, \tag{3.3.1}
\]

where \( c_{x^n} \) is the codeword for sourceword \( x^n \), and \( \ell(c_{x^n}) \) is the length of codeword \( c_{x^n} \).

**Proof:** A prefix code is uniquely decodable, and hence it directly follows from Theorem 3.21 that its average code rate is no less than the source entropy.

To prove the second part, we can design a prefix code satisfying both (3.3.1) and the Kraft inequality, which immediately implies the existence of the desired code by Theorem 3.24. Choose the codeword length for sourceword \( x^n \) as

\[
\ell(c_{x^n}) = \lceil -\log_D P_{X^n}(x^n) \rceil + 1. \tag{3.3.2}
\]

Then

\[
D^{-\ell(c_{x^n})} \leq P_{X^n}(x^n).
\]

Summing both sides over all source symbols, we obtain

\[
\sum_{x^n \in \mathcal{X}^n} D^{-\ell(c_{x^n})} \leq 1,
\]

which is exactly the Kraft inequality. On the other hand, (3.3.2) implies

\[
\ell(c_{x^n}) \leq -\log_D P_{X^n}(x^n) + 1,
\]

which in turn implies

\[
\sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) \ell(c_{x^n}) \leq \sum_{x^n \in \mathcal{X}^n} \left[ -P_{X^n}(x^n) \log_D P_{X^n}(x^n) \right] + \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n)
\]

\[
= H_D(X^n) + 1 = nH_D(X) + 1,
\]

where the last equality holds since the source is memoryless. \( \square \)
We note that \( n \)-th order prefix codes (which encode sourcewords of length \( n \)) for memoryless sources can yield an average code rate arbitrarily close to the source entropy when allowing \( n \) to grow without bound. For example, a memoryless source with alphabet

\[
\{A, B, C\}
\]

and probability distribution

\[
P_X(A) = 0.8, \quad P_X(B) = P_X(C) = 0.1
\]

has entropy being equal to

\[
-0.8 \cdot \log_2 0.8 - 0.1 \cdot \log_2 0.1 - 0.1 \cdot \log_2 0.1 = 0.92 \text{ bits.}
\]

One of the best binary first-order or single-letter encoding (with \( n = 1 \)) prefix codes for this source is given by \( c(A) = 0, \ c(B) = 10 \) and \( c(C) = 11 \), where \( c(\cdot) \) is the encoding function. Then the resultant average code rate for this code is

\[
0.8 \times 1 + 0.2 \times 2 = 1.2 \text{ bits} \geq 0.92 \text{ bits.}
\]

Now if we consider a second-order (with \( n = 2 \)) prefix code by encoding two consecutive source symbols at a time, the new source alphabet becomes

\[
\{AA, AB, AC, BA, BB, BC, CA, CB, CC\},
\]

and the resultant probability distribution is calculated by

\[
(\forall \ x_1, x_2 \in \{A, B, C\}) \quad P_{X^2}(x_1, x_2) = P_X(x_1)P_X(x_2)
\]

as the source is memoryless. Then one of the best binary prefix codes for the source is given by

\[
c(AA) = 0 \quad c(AB) = 100 \quad c(AC) = 101 \quad c(BA) = 110 \quad c(BB) = 111100 \quad c(BC) = 111101 \quad c(CA) = 1110 \quad c(CB) = 111110 \quad c(CC) = 111111.
\]
The average code rate of this code now becomes
\[
\frac{0.64(1 \times 1) + 0.08(3 \times 3 + 4 \times 1) + 0.01(6 \times 4)}{2} = 0.96 \text{ bits},
\]
which is closer to the source entropy of 0.92 bits. As \( n \) increases, the average code rate will be brought closer to the source entropy.

From Theorems 3.21 and 3.26, we obtain the lossless variable-length source coding theorem for discrete memoryless sources.

**Theorem 3.27 (Lossless variable-length source coding theorem)** Fix integer \( D > 1 \) and consider a DMS \( \{X_n\}_{n=1}^{\infty} \) with distribution \( P_X \) and entropy \( H_D(X) \) (measured in \( D \)-ary units). Then the following hold.

- **Forward part (achievability):** For any \( \varepsilon > 0 \), there exists a \( D \)-ary \( n \)-th order prefix (hence uniquely decodable) code
  \[
f : \mathcal{X}_n \to \{0, 1, \ldots, D - 1\}^*
  \]
  for the source with an average code rate \( \bar{R}_n \) satisfying
  \[
  \bar{R}_n \leq H_D(X) + \varepsilon
  \]
  for \( n \) sufficiently large.

- **Converse part:** Every uniquely decodable code
  \[
f : \mathcal{X}_n \to \{0, 1, \ldots, D - 1\}^*
  \]
  for the source has an average code rate \( \bar{R}_n \geq H_D(X) \).

Thus, for a discrete memoryless source, its entropy \( H_D(X) \) (measured in \( D \)-ary units) represents the smallest variable-length lossless compression rate for \( n \) sufficiently large.

**Proof:** The forward part follows directly from Theorem 3.26 by choosing \( n \) large enough such that \( 1/n < \varepsilon \), and the converse part is already given by Theorem 3.21. \( \Box \)

**Observation 3.28** Theorem 3.27 actually also holds for the class of stationary sources by replacing the source entropy \( H_D(X) \) with the source entropy rate
\[
H_D(X) \triangleq \lim_{n \to \infty} \frac{1}{n} H_D(X^n),
\]
measured in \( D \)-ary units. The proof is very similar to the proofs of Theorems 3.21 and 3.26 with slight modifications (such as using the fact that \( \frac{1}{n} H_D(X^n) \) is non-increasing with \( n \) for stationary sources).
**Observation 3.29 (Rényi’s entropy and lossless data compression)** In the lossless variable-length source coding theorem, we have chosen the criterion of minimizing the average codeword length. Implicit in the use of average codeword length as a performance criterion is the assumption that the cost of compression varies linearly with codeword length. This is not always the case as in some applications, where the processing cost of decoding may be elevated and buffer overflows caused by long codewords can cause problems, an exponential cost/penalty function for codeword lengths can be more appropriate than a linear cost function [44, 153, 37]. Naturally, one would desire to choose a generalized function with exponential costs such that the familiar linear cost function (given by the average codeword length) is a special limiting case.

Indeed in [44], given a \( D \)-ary \( n \)-th order VLC \( C \)

\[
f : \mathcal{X}^n \to \{0, 1, \cdots, D - 1\}^*
\]

for a discrete source \( \{X_i\}_{i=1}^\infty \) with alphabet \( \mathcal{X} \) and distribution \( P_{X^n} \), Campbell considers the following exponential cost function, called the *average codeword length of order* \( t \):

\[
L_n(t) \triangleq \frac{1}{t} \log_D \left( \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) D^{t \ell(c_{x^n})} \right),
\]

where \( t \) is a chosen positive constant, \( c_{x^n} = f(x^n) \) is the codeword associated with sourceword \( x^n \) and \( \ell(\cdot) \) is the length of \( c_{x^n} \). Similarly, \( \frac{1}{n} L_n(t) \) denotes the *average code rate of order* \( t \). The criterion for optimality now becomes that an \( n \)-th order code is said to be optimal if its cost \( L_n(t) \) is the smallest among all possible uniquely decodable codes.

In the limiting case when \( t \to 0 \), \( L_n(0) = \sum_{x \in \mathcal{X}} P_X(x) \ell(c_x) = \bar{\ell} \) and we recover the average codeword length, as desired. Also, when \( t \to \infty \), \( L_n(\infty) \to \max_{x \in \mathcal{X}} \ell(c_x) \), which is the maximum codeword length for all codewords in \( C \). Note that for a fixed \( t > 0 \), minimizing \( L_n(t) \) is equivalent to minimizing \( \sum_{x^n \in \mathcal{X}^n} P_{X^n}(x^n) D^{t \ell(c_{x^n})} \). In this sum, the weight for codeword \( c_{x^n} \) is \( D^{t \ell(c_{x^n})} \) and hence smaller codeword lengths are favored.

For this source coding setup with an exponential cost function, Campbell established in [44] an operational characterization for Rényi’s entropy by proving the following lossless variable-length coding theorem for memoryless sources.

**Theorem 3.30 (Lossless source coding theorem under exponential costs)** Consider a DMS \( \{X_n\} \) with Rényi entropy in \( D \)-ary units and of order \( \alpha \) given by

\[
H_\alpha(X) = \frac{1}{1 - \alpha} \log_D \left( \sum_{x \in \mathcal{X}} P_X^\alpha(x) \right).
\]
Fixing $t > 0$ and setting $\alpha = \frac{1}{1+t}$, the following hold.

- For any $\varepsilon > 0$, there exists a $D$-ary $n$-th order uniquely decodable code $f : \mathcal{X}^n \rightarrow \{0, 1, \cdots, D-1\}^*$ for the source with an average code rate of order $t$ satisfying
  \[ \frac{1}{n} L_n(t) \leq H_\alpha(X) + \varepsilon \]
  for $n$ sufficiently large.

- Conversely, it is not possible to find a uniquely decodable code whose average code rate of order $t$ is less than $H_\alpha(X)$.

Noting (by Lemma 2.50) that the Rényi entropy of order $\alpha$ reduces to the Shannon entropy (in $D$-ary units) as $\alpha \rightarrow 1$, the above theorem reduces to Theorem 3.27 as $\alpha \rightarrow 1$ (or equivalently, as $t \rightarrow 0$). Finally, in [223, Section 4.4], [224, 225], the above source coding theorem is extended for time-invariant Markov sources in terms of the Rényi entropy rate, $\lim_{n \rightarrow \infty} \frac{1}{n} H_\alpha(X^n)$ with $\alpha = (1+t)^{-1}$, which exists and can be calculated in closed-form for such sources.

### 3.3.3 Examples of binary prefix codes

**A) Huffman codes: optimal variable-length codes**

Given a discrete source with alphabet $\mathcal{X}$, we next construct an optimal binary first-order (single-letter) uniquely decodable variable-length code $f : \mathcal{X} \rightarrow \{0, 1\}^*$, where optimality is in the sense that the code’s average codeword length (or equivalently, its average code rate) is minimized over the class of all binary uniquely decodable codes for the source. Note that finding optimal $n$-th order codes with $n > 1$ follows directly by considering $\mathcal{X}^n$ as a new source with expanded alphabet (i.e., by mapping $n$ source symbols at a time).

By Corollary 3.25, we remark that in our search for optimal uniquely decodable codes, we can restrict our attention to the (smaller) class of optimal prefix codes. We thus proceed by observing the following necessary conditions of optimality for binary prefix codes.

**Lemma 3.31** Let $\mathcal{C}$ be an optimal binary prefix code with codeword lengths $\ell_i, i = 1, \cdots, M$, for a source with alphabet $\mathcal{X} = \{a_1, \ldots, a_M\}$ and symbol probabilities $p_1, \ldots, p_M$. We assume, without loss of generality, that

\[ p_1 \geq p_2 \geq p_3 \geq \cdots \geq p_M, \]
and that any group of source symbols with identical probability is listed in order of increasing codeword length (i.e., if $p_i = p_{i+1} = \cdots = p_{i+s}$, then $\ell_i \leq \ell_{i+1} \leq \cdots \leq \ell_{i+s}$). Then the following properties hold.

1. Higher probability source symbols have shorter codewords: $p_i > p_j$ implies $\ell_i \leq \ell_j$, for $i, j = 1, \cdots, M$.

2. The two least probable source symbols have codewords of equal length: $\ell_{M-1} = \ell_M$.

3. Among the codewords of length $\ell_M$, two of the codewords are identical except in the last digit.

**Proof:**

1) If $p_i > p_j$ and $\ell_i > \ell_j$, then it is possible to construct a better code $C'$ by interchanging (“swapping”) codewords $i$ and $j$ of $C$, since

$$\overline{\ell}(C') - \overline{\ell}(C) = p_i \ell_j + p_j \ell_i - (p_i \ell_i + p_j \ell_j)$$

$$= (p_i - p_j)(\ell_j - \ell_i)$$

$$< 0.$$

Hence code $C'$ is better than code $C$, contradicting the fact that $C$ is optimal.

2) We first know that $\ell_{M-1} \leq \ell_M$, since:

- If $p_{M-1} > p_M$, then $\ell_{M-1} \leq \ell_M$ by result 1) above.
- If $p_{M-1} = p_M$, then $\ell_{M-1} \leq \ell_M$ by our assumption about the ordering of codewords for source symbols with identical probability.

Now, if $\ell_{M-1} < \ell_M$, we may delete the last digit of codeword $M$, and the deletion cannot result in another codeword since $C$ is a prefix code. Thus the deletion forms a new prefix code with a better average codeword length than $C$, contradicting the fact that $C$ is optimal. Hence, we must have that $\ell_{M-1} = \ell_M$.

3) Among the codewords of length $\ell_M$, if no two codewords agree in all digits except the last, then we may delete the last digit in all such codewords to obtain a better codeword. $\square$

The above observation suggests that if we can construct an optimal code for the entire source except for its two least likely symbols, then we can construct an optimal overall code. Indeed, the following lemma due to Huffman follows from Lemma 3.31.
Lemma 3.32 (Huffman) Consider a source with alphabet \( \mathcal{X} = \{a_1, \ldots, a_M\} \) and symbol probabilities \( p_1, \ldots, p_M \) such that \( p_1 \geq p_2 \geq \cdots \geq p_M \). Consider the reduced source alphabet \( \mathcal{Y} = \{a_1, \ldots, a_{M-2}, a_{M-1,M}\} \) obtained from \( \mathcal{X} \), where the first \( M-2 \) symbols of \( \mathcal{Y} \) are identical to those in \( \mathcal{X} \) and symbol \( a_{M-1,M} \) has probability \( p_{M-1} + p_M \) and is obtained by combining the two least likely source symbols \( a_{M-1} \) and \( a_{M} \) of \( \mathcal{X} \). Suppose that \( \mathcal{C}' \), given by \( f' : \mathcal{Y} \to \{0,1\}^* \), is an optimal prefix code for the reduced source \( \mathcal{Y} \). We now construct a prefix code \( \mathcal{C}, f : \mathcal{X} \to \{0,1\}^* \), for the original source \( \mathcal{X} \) as follows:

- The codewords for symbols \( a_1, a_2, \ldots, a_{M-2} \) are exactly the same as the corresponding codewords in \( \mathcal{C}' \):
  \[
  f(a_1) = f'(a_1), f(a_2) = f'(a_2), \ldots, f(a_{M-2}) = f'(a_{M-2}).
  \]

- The codewords associated with symbols \( a_{M-1} \) and \( a_{M} \) are formed by appending a “0” and a “1”, respectively, to the codeword \( f'(a_{M-1,M}) \) associated with the letter \( a_{M-1,M} \) in \( \mathcal{C}' \):
  \[
  f(a_{M-1}) = [f'(a_{M-1,M})0] \quad \text{and} \quad f(a_{M}) = [f'(a_{M-1,M})1].
  \]

Then code \( \mathcal{C} \) is optimal for the original source \( \mathcal{X} \).

Hence the problem of finding the optimal code for a source of alphabet size \( M \) is reduced to the problem of finding an optimal code for the reduced source of alphabet size \( M - 1 \). In turn we can reduce the problem to that of size \( M - 2 \) and so on. Indeed the above lemma yields a recursive algorithm for constructing optimal binary prefix codes.

**Huffman encoding algorithm:** Repeatedly apply the above lemma until one is left with a reduced source with two symbols. An optimal binary prefix code for this source consists of the codewords 0 and 1. Then proceed backwards, constructing (as outlined in the above lemma) optimal codes for each reduced source until one arrives at the original source.

**Example 3.33** Consider a source with alphabet

\[
\mathcal{X} = \{1, 2, 3, 4, 5, 6\}
\]

and symbol probabilities 0.25, 0.25, 0.25, 0.1, 0.1 and 0.05, respectively. By following the Huffman encoding procedure as shown in Figure 3.6, we obtain the Huffman code as

\[
00, 01, 10, 110, 1110, 1111.
\]
Observation 3.34

- Huffman codes are not unique for a given source distribution; e.g., by inverting all the code bits of a Huffman code, one gets another Huffman code, or by resolving ties in different ways in the Huffman algorithm, one also obtains different Huffman codes (but all of these codes have the same minimal $R_n$).

- One can obtain optimal codes that are not Huffman codes; e.g., by interchanging two codewords of the same length of a Huffman code, one can get another non-Huffman (but optimal) code. Furthermore, one can construct an optimal suffix code (i.e., a code in which no codeword can be a suffix of another codeword) from a Huffman code (which is a prefix code) by reversing the Huffman codewords.

- Binary Huffman codes always satisfy the Kraft inequality with equality (their code tree is “saturated”); e.g., see [61, p. 72].

- Any $n$-th order binary Huffman code $f : X^n \to \{0, 1\}^*$ for a stationary source $\{X_n\}_{n=1}^\infty$ with finite alphabet $X$ satisfies:

$$H(X) \leq \frac{1}{n} H(X^n) \leq R_n < \frac{1}{n} H(X^n) + \frac{1}{n}.$$
Thus, as \( n \) increases to infinity, \( \mathcal{R}_n \rightarrow H(\mathcal{X}) \) but the complexity as well as encoding-decoding delay grows exponentially with \( n \).

- Note that non-binary (i.e., for \( D > 2 \)) Huffman codes can also be constructed in a mostly similar way as for the case of binary Huffman codes by designing a \( D \)-ary tree and iteratively applying Lemma 3.32, where now the \( D \) least likely source symbols are combined at each stage. The only difference from the case of binary Huffman codes is that we have to ensure that we are ultimately left with \( D \) symbols at the last stage of the algorithm to guarantee the code’s optimality. This is remedied by expanding the original source alphabet \( \mathcal{X} \) by adding “dummy” symbols (each with zero probability) so that the alphabet size of the expanded source \(|\mathcal{X}'|\) is the smallest positive integer greater than or equal to \(|\mathcal{X}|\) with

\[
|\mathcal{X}'| = 1 \pmod{D - 1}.
\]

For example, if \(|\mathcal{X}| = 6\) and \(D = 3\) (ternary codes), we obtain that \(|\mathcal{X}'| = 7\), meaning that we need to enlarge the original source \( \mathcal{X} \) by adding one dummy (zero-probability) source symbol.

We thus obtain that the necessary conditions for optimality of Lemma 3.31 also hold for \( D \)-ary prefix codes when replacing \( \mathcal{X} \) with the expanded source \( \mathcal{X}' \) and replacing “two” with “\( D \)” in the statement of the lemma. The resulting \( D \)-ary Huffman code will be an optimal code for the original source \( \mathcal{X} \) (e.g., see [98, Chap. 3] and [191, Chap. 11]).

- **Generalized Huffman codes under exponential costs:** When the lossless compression problem allows for exponential costs, as discussed in Observation 3.29 and formalized in Theorem 3.30, a straightforward generalization of Huffman’s algorithm, which minimizes the average code rate of order \( t \), \( \frac{1}{n} L_n(t) \), can be obtained [144, Theorem 1']. More specifically, while in Huffman’s algorithm, each new node (for a combined or equivalent symbol) is assigned weight \( p_i + p_j \), where \( p_i \) and \( p_j \) are the lowest weights (probabilities) among the available nodes, in the generalized algorithm, each new node is assigned weight \( 2'(p_i + p_j) \). With this simple modification, one can directly construct such generalized Huffman codes (e.g., see [224] for examples of codes designed for Markov sources).

**B) Shannon-Fano-Elias code**

Assume \( \mathcal{X} = \{1, \ldots, M\} \) and \( P_X(x) > 0 \) for all \( x \in \mathcal{X} \). Define

\[
F(x) \triangleq \sum_{a \leq x} P_X(a),
\]
and

\[ \bar{F}(x) \triangleq \sum_{a<x} P_X(a) + \frac{1}{2} P_X(x). \]

**Encoder:** For any \( x \in \mathcal{X} \), express \( \bar{F}(x) \) in decimal binary form, say

\[ \bar{F}(x) = .c_1c_2 \ldots c_k \ldots , \]

and take the first \( k \) (fractional) bits as the codeword of source symbol \( x \), i.e.,

\[ (c_1, c_2, \ldots, c_k), \]

where \( k \triangleq \lceil \log_2(1/P_X(x)) \rceil + 1 \).

**Decoder:** Given codeword \((c_1, \ldots, c_k)\), compute the cumulative sum of \( F(\cdot) \) starting from the smallest element in \( \{1, 2, \ldots, M\} \) until the first \( x \) satisfying

\[ F(x) \geq .c_1 \ldots c_k. \]

Then \( x \) should be the original source symbol.

**Proof of decodability:** For any number \( a \in [0, 1] \), let \( [a]_k \) denote the operation that chops the binary representation of \( a \) after \( k \) bits (i.e., removing the \((k+1)^{\text{th}}\) bit, the \((k+2)^{\text{th}}\) bit, etc). Then

\[ \bar{F}(x) - [\bar{F}(x)]_k < \frac{1}{2^k}. \]

Since \( k = \lceil \log_2(1/P_X(x)) \rceil + 1 \),

\[ \frac{1}{2^k} \leq \frac{1}{2} P_X(x) \]

\[ = \left[ \sum_{a<x} P_X(a) + \frac{P_X(x)}{2} \right] - \sum_{a \leq x-1} P_X(a) \]

\[ = \bar{F}(x) - F(x-1). \]

Hence,

\[ F(x-1) = \left[ F(x-1) + \frac{1}{2^k} \right] - \frac{1}{2^k} \leq \bar{F}(x) - \frac{1}{2^k} < [\bar{F}(x)]_k. \]

In addition,

\[ F(x) > \bar{F}(x) \geq [\bar{F}(x)]_k. \]

Consequently, \( x \) is the first element satisfying

\[ F(x) \geq .c_1c_2 \ldots c_k. \]
Average codeword length:

$$\bar{\ell} = \sum_{x \in \mathcal{X}} P_X(x) \left\lceil \log_2 \frac{1}{P_X(x)} \right\rceil + 1$$

$$< \sum_{x \in \mathcal{X}} P_X(x) \log_2 \frac{1}{P_X(x)} + 2$$

$$= (H(X) + 2) \text{ bits.}$$

Observation 3.35 The Shannon-Fano-Elias code is a prefix code.

### 3.3.4 Examples of universal lossless variable-length codes

In Section 3.3.3, we assume that the source distribution is known. Thus we can use either Huffman codes or Shannon-Fano-Elias codes to compress the source. What if the source distribution is not a known priori? Is it still possible to establish a completely lossless data compression code which is universally good (or asymptotically optimal) for all interested sources? The answer is affirmative. Two of the examples are the adaptive Huffman codes and the Lempel-Ziv codes (which unlike Huffman and Shannon-Fano-Elias codes map variable-length sourcewords onto codewords).

**A) Adaptive Huffman code**

A straightforward universal coding scheme is to use the empirical distribution (or relative frequencies) as the true distribution, and then apply the optimal Huffman code according to the empirical distribution. If the source is i.i.d., the relative frequencies will converge to its true marginal probability. Therefore, such universal codes should be good for all i.i.d. sources. However, in order to get an accurate estimation of the true distribution, one must observe a sufficiently long source sequence under which the coder will suffer a long delay. This can be improved by using the *adaptive universal Huffman code* [99].

The working procedure of the adaptive Huffman code is as follows. Start with an initial guess of the source distribution (based on the assumption that the source is DMS). As a new source symbol arrives, encode the data in terms of the Huffman coding scheme according to the current estimated distribution, and then update the estimated distribution and the Huffman codebook according to the newly arrived source symbol.

To be specific, let the source alphabet be $\mathcal{X} = \{a_1, \ldots, a_M\}$. Define

$$N(a_i|x^n) \triangleq \text{number of } a_i \text{ occurrence in } x_1, x_2, \ldots, x_n.$$
Then the (current) relative frequency of $a_i$ is $N(a_i|x^n)/n$. Let $c_n(a_i)$ denote the Huffman codeword of source symbol $a_i$ with respect to the distribution $\left[ \frac{N(a_1|x^n)}{n}, \frac{N(a_2|x^n)}{n}, \ldots, \frac{N(a_M|x^n)}{n} \right]$.

Now suppose that $x_{n+1} = a_j$. The codeword $c_n(a_j)$ is set as output, and the relative frequency for each source outcome becomes:

$$\frac{N(a_j|x^{n+1})}{n+1} = \frac{n \times (N(a_j|x^n)/n) + 1}{n+1}$$

and

$$\frac{N(a_i|x^{n+1})}{n+1} = \frac{n \times (N(a_i|x^n)/n)}{n+1} \text{ for } i \neq j.$$

This observation results in the following distribution update policy:

$$P_{\hat{X}}^{(n+1)}(a_j) = \frac{nP_{\hat{X}}^{(n)}(a_j) + 1}{n+1}$$

and

$$P_{\hat{X}}^{(n+1)}(a_i) = \frac{n}{n+1} P_{\hat{X}}^{(n)}(a_i) \text{ for } i \neq j,$$

where $P_{\hat{X}}^{(n+1)}$ represents the estimate of the true distribution $P_X$ at time $(n+1)$.

Note that in the Adaptive Huffman coding scheme, the encoder and decoder need not be re-designed at every time, but only when a sufficient change in the estimated distribution occurs such that the so-called sibling property is violated.

**Definition 3.36 (Sibling property)** A prefix code is said to have the sibling property if its codetree satisfies:

1. every node in the code-tree (except for the root node) has a sibling (i.e., the code-tree is saturated), and
2. the node can be listed in non-decreasing order of probabilities with each node being adjacent to its sibling.

The next observation indicates the fact that the Huffman code is the only prefix code satisfying the sibling property.

**Observation 3.37** A prefix code is a Huffman code iff it satisfies the sibling property.
An example for a code tree satisfying the sibling property is shown in Figure 3.7. The first requirement is satisfied since the tree is saturated. The second requirement can be checked by the node list in Figure 3.7.

If the next observation (say at time $n = 17$) is $a_3$, then its codeword 100 is set as output (using the Huffman code corresponding to $P_X^{(16)}$). The estimated distribution is updated as follows:

$$P_X^{(17)}(a_1) = \frac{16 \times (3/8)}{17} = \frac{6}{17}, \quad P_X^{(17)}(a_2) = \frac{16 \times (1/4)}{17} = \frac{4}{17}$$

$$P_X^{(17)}(a_3) = \frac{16 \times (1/8) + 1}{17} = \frac{3}{17}, \quad P_X^{(17)}(a_4) = \frac{16 \times (1/8)}{17} = \frac{2}{17}$$
Figure 3.8: (Continuation of Figure 3.7) Example of violation of the sibling property after observing a new symbol $a_3$ at $n = 17$. Note that node $a_1$ is not adjacent to its sibling $a_2$.

$$P^{(17)}_{X}(a_5) = \frac{16 \times \left[1/(16)\right]}{17} = \frac{1}{17}, \quad P^{(17)}_{X}(a_6) = \frac{16 \times \left[1/(16)\right]}{17} = \frac{1}{17}.$$  

The sibling property is then violated (cf. Figure 3.8). Hence, codebook needs to be updated according to the new estimated distribution, and the observation at $n = 18$ shall be encoded using the new codebook in Figure 3.9. Details about Adaptive Huffman codes can be found in [99].

**B) Lempel-Ziv codes**

We now introduce a well-known and feasible universal coding scheme, which is named after its inventors, Lempel and Ziv (e.g., cf. [57]). These codes, unlike Huffman and Shannon-Fano-Elias codes, map variable-length sourcewords (as opposed to fixed-length codewords) onto codewords.

Suppose the source alphabet is binary. Then the Lempel-Ziv encoder can be described as follows.
Figure 3.9: (Continuation of Figure 3.8) Updated Huffman code. The sibling property holds now for the new code.

Encoder:

1. Parse the input sequence into strings that have never appeared before. For example, if the input sequence is 1011010100010..., the algorithm first grabs the first letter 1 and finds that it has never appeared before. So 1 is the first string. Then the algorithm scoops the second letter 0 and also determines that it has not appeared before, and hence, put it to be the next string. The algorithm moves on to the next letter 1, and finds that this string has appeared. Hence, it hits another letter 1 and yields a new string 11, and so on. Under this procedure, the source sequence is parsed into the strings 1, 0, 11, 01, 010, 00, 10.

2. Let $L$ be the number of distinct strings of the parsed source. Then we need $\log_2 L$ bits to index these strings (starting from one). In the above
example, the indices are:

parsed source : 1  0  11  01  010  00  10  
index       : 001 010 011 100 101 110 111

The codeword of each string is then the index of its prefix concatenated with the last bit in its source string. For example, the codeword of source string 010 will be the index of 01, i.e., 100, concatenated with the last bit of the source string, i.e., 0. Through this procedure, encoding the above parsed strings with $L = 3$ yields the codeword sequence

$$(000, 1)(000, 0)(001, 1)(010, 1)(100, 0)(010, 0)(001, 0)$$

or equivalently,

$$0001000000110101100001000010.$$  

Note that the conventional Lempel-Ziv encoder requires two passes: the first pass to decide $L$, and the second pass to generate the codewords. The algorithm, however, can be modified so that it requires only one pass over the entire source string. Also note that the above algorithm uses an equal number of bits — $\log_2 L$ — to all the location index, which can also be relaxed by proper modification.

**Decoder:** The decoding is straightforward from the encoding procedure.

**Theorem 3.38** The above algorithm asymptotically achieves the entropy rate of any stationary ergodic source (with unknown statistics).

**Proof:** Refer to [57, Sec. 13.5].

**Problems**

1. A binary discrete memoryless source $\{X_n\}_{n=1}^\infty$ has distribution $P_X(1) = 0.005$. A binary codeword is provided for every sequence of 100 source digits containing three or fewer ones. In other words, the set of sourcewords of length 100 that are encoded to distinct block codewords is

$$\mathcal{A} \triangleq \{x^{100} \in \{0,1\}^{100} : \text{number of 1's in } x^{100} \leq 3\}.$$  

   (a) Show that $\mathcal{A}$ is indeed a typical set $\mathcal{F}_{100}(0.2)$ defined using the base-2 logarithm.

   (b) Find the minimum codeword blocklength in bits for the block coding scheme.
(c) Find the probability for sourcewords not in \( \mathcal{A} \).

(d) Use Chebyshev’s inequality to bound the probability of observing a sourceword outside \( \mathcal{A} \). Compare this bound with the actual probability computed in part (c).

\textit{Hint:} Let \( X_i \) represent the binary random digit at instance \( i \), and let \( S_n = X_1 + \cdots + X_n \). Note that \( \Pr[S_{100} \geq 4] \) is equal to
\[
\Pr \left[ \left| \frac{1}{100} S_{100} - 0.005 \right| \geq 0.035 \right].
\]

2. \textit{Weak converse to the Fixed-Length Source Coding Theorem:} Recall (see Footnote 3) that an \((n, M)\) fixed-length source code for a discrete memoryless source (DMS) \( \{X_n\}_{n=1}^{\infty} \) with finite alphabet \( \mathcal{X} \) consists of an encoder \( f : \mathcal{X}^n \rightarrow \{1, 2, \cdots, M\} \), and a decoder \( g : \{1, 2, \cdots, M\} \rightarrow \mathcal{X}^n \). The rate of the code is
\[
R_n \triangleq \frac{1}{n} \log_2 M \text{ bits/source symbol},
\]
and its probability of decoding error is
\[
P_e = \Pr[X^n \neq \hat{X}^n],
\]
where \( \hat{X}^n = g(f(X^n)) \).

(a) Show that any fixed-length source code \((n, M)\) for a DMS satisfies
\[
P_e \geq \frac{H(X) - R_n}{\log_2 |\mathcal{X}|} - \frac{1}{n \log_2 |\mathcal{X}|},
\]
where \( H(X) \) is the source entropy.

\textit{Hint:} Show that \( \log_2 M \geq I(X^n; \hat{X}^n) \), and use Fano’s inequality.

(b) Deduce the (weak) converse to the fixed-length source coding theorem for DMS’s by proving that for any \((n, M)\) source code with \( \limsup_{n \to \infty} R_n < H(X) \), its \( P_e \) is bounded away from zero for \( n \) sufficiently large.

3. For a stationary source \( \{X_n\}_{n=1}^{\infty} \), show that for any integer \( n > 1 \),

(a) \( \frac{1}{n} H(X^n) \leq \frac{1}{n-1} H(X^{n-1}) \)

(b) \( \frac{1}{n} H(X^n) \geq H(X_n | X^{n-1}) \).

\textit{Hint:} Use the chain rule for entropy and the fact that
\[
H(X_i | X_{i-1}, \ldots, X_1) = H(X_n | X_{n-1}, \ldots, X_{n-i+1})
\]
for every \( i \).
4. **Random walk:** A person walks on a line of integers. Each time, he may walk forward with probability 0.9, or he may walk backwards with probability 0.1. Let $X_i$ be the number he stands on at time instance $i$, and let $X_0 = 0$ (with probability one).

(a) Find $H(X_1, X_2, \ldots, X_n)$. [Hint: The source is a Markov chain.]

(b) Find the entropy rate of the process $\{X_n\}_{n=1}^\infty$.

5. A source with binary alphabet $\mathcal{X} = \{0, 1\}$ emits a sequence of random variables $\{X_n\}_{n=1}^\infty$. Let $\{Z_n\}_{n=1}^\infty$ be a binary independent and identically distributed (i.i.d.) sequence of random variables such that $\Pr\{Z_n = 1\} = \Pr\{Z_n = 0\}$. We assume that $\{X_n\}_{n=1}^\infty$ is generated according to the equation

$$X_n = X_{n-1} \oplus X_{n-2} \oplus Z_n, \quad n = 1, 2, \ldots$$

where $\oplus$ denotes addition modulo-2, and $X_0 = X_{-1} = 0$. Find the entropy rate of $\{X_n\}_{n=1}^\infty$.

6. For each of the following codes, either prove unique decodability or give an ambiguous concatenated sequence of codewords:

(a) $\{1, 0, 00\}$.
(b) $\{1, 01, 00\}$.
(c) $\{1, 10, 00\}$.
(d) $\{1, 10, 01\}$.
(e) $\{0, 01\}$.
(f) $\{00, 01, 10, 11\}$.

7. We know the fact that the average code rate of all $n$-th order uniquely decodable codes for a DMS must be no less than source entropy. But this is not necessarily true for non-singular codes. Give an example of a non-singular code in which the average code rate is less than entropy.

8. Under what condition does the average code rate of a uniquely decodable binary first-order variable-length code for a DMS equal the source entropy?  

*Hint:* See the discussion after Theorem 3.21.

9. **Binary Markov Source:** Consider the binary homogeneous Markov source: 

$\{X_n\}_{n=1}^\infty$, $X_n \in \mathcal{X} = \{0, 1\}$, with

$$\Pr\{X_{n+1} = j | X_n = i\} = \begin{cases} \frac{\rho}{1+\delta} & \text{if } i = 0 \text{ and } j = 1 \\ \frac{\rho+\delta}{1+\delta} & \text{if } i = 1 \text{ and } j = 1 \end{cases},$$

where $n \geq 1$, $0 \leq \rho \leq 1$ and $\delta \geq 0$. 

99
(a) Find the initial state distribution \((\Pr\{X_1 = 0\}, \Pr\{X_1 = 1\})\) required to make the source \(\{X_n\}_{n=1}^\infty\) stationary.

Assume in the next questions that the source is stationary.

(b) Find the entropy rate of \(\{X_n\}_{n=1}^\infty\) in terms of \(\rho\) and \(\delta\).

(c) If \(\delta = 1\) and \(\rho = 1/2\), compute the source redundancies \(\rho_d\), \(\rho_m\) and \(\rho_t\).

(d) Suppose that \(\rho = 1\). Is \(\{X_n\}_{n=1}^\infty\) irreducible? What is the value of the entropy rate in this case?

(e) If \(\delta = 0\), show that \(\{X_n\}_{n=1}^\infty\) is a discrete memoryless source and compute its entropy rate in terms of \(\rho\).

(f) If \(\rho = 1/2\) and \(\delta = 3/2\), design first-, second-, and third-order binary Huffman codes for this source. Determine in each case the average code rate and compare it to the entropy rate.

10. Polyá contagion process of memory two: Consider the finite-memory Polyá contagion source presented in Example 3.16 with \(M = 2\).

(a) Find the transition distribution of this binary Markov process and determine its stationary distribution in terms of the source parameters.

(b) Find the source entropy rate.

11. Suppose random variables \(Z_1\) and \(Z_2\) are independent from each other and have the same distribution as \(Z\) with

\[
\begin{align*}
\Pr[Z = e_1] &= 0.4; \\
\Pr[Z = e_2] &= 0.3; \\
\Pr[Z = e_3] &= 0.2; \\
\Pr[Z = e_4] &= 0.1.
\end{align*}
\]

(a) Design a first-order binary Huffman code \(f : \{e_1, e_2, e_3, e_4\} \rightarrow \{0, 1\}^*\) for \(Z\).

(b) Applying the Huffman code in (a) to \(Z_1\) and \(Z_2\) and concatenating \(f(Z_1)\) with \(f(Z_2)\) yields an overall codeword for the pair \((Z_1, Z_2)\) given by

\[
f(Z_1, Z_2) \triangleq (f(Z_1), f(Z_2)) = (U_1, U_2, \ldots, U_k),
\]

where \(k\) ranges from 2 to 6, depending on the outcomes of \(Z_1\) and \(Z_2\). Are \(U_1\) and \(U_2\) independent? Justify your answer.

Hint: Examine \(\Pr[U_2 = 0|U_1 = u_1]\) for different values of \(u_1\).

(c) Is the average code rate equal to the entropy given by

\[
0.4 \log_2 \frac{1}{0.4} + 0.3 \log_2 \frac{1}{0.3} + 0.2 \log_2 \frac{1}{0.2}
\]
+ 0.1 \log_2 \frac{1}{0.1} = 1.84644 \text{ bits/letter?}

Justify your answer.

(d) Now if we apply the Huffman code in (a) sequentially to the i.i.d. sequence \(Z_1, Z_2, Z_3, \ldots\) with the same marginal distribution as \(Z\), and yield the output \(U_1, U_2, U_3, \ldots\), can \(U_1, U_2, U_3, \ldots\) be further compressed?

If your answer to this question is NO, prove the i.i.d. uniformity of \(U_1, U_2, U_3, \ldots\). If your answer to this question is YES, then explain why the optimal Huffman code does not give an i.i.d. uniform output.

Hint: Examine whether the average code rate can achieve source entropy.

12. In the second part of Theorem 3.26, it is shown that there exists a \(D\)-ary prefix code with

\[
R_n = \frac{1}{n} \sum_{x \in \mathcal{X}} P_X(x)\ell(c_x) \leq H_D(X) + \frac{1}{n},
\]

where \(c_x\) is the codeword for the source symbol \(x\) and \(\ell(c_x)\) is the length of codeword \(c_x\). Show that the upper bound can be improved to:

\[
\bar{R}_n < H_D(X) + \frac{1}{n}.
\]

Hint: Replace \(\ell(c_x) = \lceil -\log_D P_X(x) \rceil + 1\) by a new assignment.

13. Let \(X_1, X_2, X_3, \ldots\) be an i.i.d. random variables with common infinite alphabet \(\mathcal{X} = \{x_1, x_2, x_3, \cdots\}\), and assume that \(P_X(x_i) > 0\) for every \(i\).

(a) Prove that the average code rate of the first-order (single-letter) binary Huffman code is equal to \(H(X)\) iff \(P_X(x_i)\) is equal to \(2^{-n_i}\) for every \(i\), where \(\{n_i\}_{i \geq 1}\) is a sequence of positive integers.

Hint: The if-part can be proved by the new bound in Problem 12, and the only-if-part can be proved by modifying the proof of Theorem 3.21.

(b) What is the sufficient and necessary condition under which the average code rate of the first-order (single-letter) ternary Huffman code equals \(H_3(X)\)?

(c) Prove that the average code rate of the second-order (two-letter) binary Huffman code cannot be equal to \(H(X) + 1/2\) bits?

Hint: Use the new bound in Problem 12.
14. Decide whether each of the following statements is true or false. Prove the validity of those that are true and give counterexamples or arguments based on known facts to disprove those that are false.

(a) Every Huffman code for a discrete memoryless source (DMS) has a corresponding suffix code with the same average code rate.

(b) Consider a DMS \( \{X_n\}_{n=1}^{\infty} \) with alphabet \( \mathcal{X} = \{a_1, a_2, a_3, a_4, a_5, a_6\} \) and probability distribution

\[
[p_1, p_2, p_3, p_4, p_5, p_6] = \left[ \frac{1}{4}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{16}, \frac{1}{16} \right],
\]

where \( p_i \triangleq \Pr\{X = a_i\}, i = 1, \ldots, 6 \). The Shannon-Fano-Elias code \( f : \mathcal{X} \to \{0, 1\}^* \) for the source is optimal.

15. Consider a discrete memoryless source \( \{X_i\}_{i=1}^{\infty} \) with alphabet \( \mathcal{X} = \{a, b, c\} \) and distribution \( P[X = a] = 1/2 \) and \( P[X = b] = P[X = c] = 1/4 \).

(a) Design an optimal first-order binary prefix code for this source (i.e., for \( n = 1 \)).

(b) Design an optimal second-order binary prefix code for this source (i.e., for \( n = 2 \)).

(c) Compare the codes in terms of both performance and complexity. Which code would you recommend? Justify your answer.

16. The cost of miscoding [57]: Consider a discrete memoryless source \( \{X_n\}_{n=1}^{\infty} \) with alphabet \( \mathcal{X} = \{a, b, c, d, e\} \). Let \( p_1(\cdot) \) and \( p_2(\cdot) \) be two possible probability mass functions for the source that are described in the table below. Also, let \( C_1 = f_1(\mathcal{X}) \) where \( f_1 : \mathcal{X} \to \{0, 1\}^* \), and \( C_2 = f_2(\mathcal{X}) \) where \( f_2 : \mathcal{X} \to \{0, 1\}^* \), be two binary (first-order) prefix codes for the source as shown below.

<table>
<thead>
<tr>
<th>Symbol ( x \in \mathcal{X} )</th>
<th>( p_1(x) )</th>
<th>( p_2(x) )</th>
<th>( f_1(x) )</th>
<th>( f_2(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( b )</td>
<td>1/4</td>
<td>1/8</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>( c )</td>
<td>1/8</td>
<td>1/8</td>
<td>110</td>
<td>101</td>
</tr>
<tr>
<td>( d )</td>
<td>1/16</td>
<td>1/8</td>
<td>1110</td>
<td>110</td>
</tr>
<tr>
<td>( e )</td>
<td>1/16</td>
<td>1/8</td>
<td>1111</td>
<td>111</td>
</tr>
</tbody>
</table>

(a) Calculate \( H(p_1), H(p_2), D(p_1||p_2) \) and \( D(p_2||p_1) \).

(b) Let \( \overline{R}(C_i, p_j) \) denote the average code rate of code \( C_i \) for the source under distribution \( p_j \), \( i, j = 1, 2 \). Calculate \( \overline{R}(C_1, p_1), \overline{R}(C_1, p_2), \overline{R}(C_2, p_1), \) and \( \overline{R}(C_2, p_2) \).
(c) Compare the quantities calculated in (b) to those in (a) and interpret them qualitatively.

17. Consider a discrete memoryless source \( \{X_i\}_{i=1}^{\infty} \) with alphabet \( \mathcal{X} \) and distribution \( p_X \). Let \( C = f(\mathcal{X}) \) be a uniquely decodable binary code

\[ f : \mathcal{X} \to \{0,1\}^* \]

that maps single source letters onto binary strings such that its average code rate \( \overline{R}_C \) satisfies

\[ \overline{R}_C = H(\mathcal{X}) \quad \text{bits/source symbol.} \]

In other words, \( C \) is absolutely optimal.

Now consider a second binary code \( C' = f'(\mathcal{X}^n) \) for the source that maps source \( n \)-tuples onto binary strings:

\[ f' : \mathcal{X}^n \to \{0,1\}^*. \]

Provide a construction for the map \( f' \) such that the code \( C' \) is also absolutely optimal.

18. Consider two random variables \( X \) and \( Y \) with values in finite sets \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. Let \( l_X, l_Y \) and \( l_{XY} \) denote the average codeword lengths of the optimal (first-order) prefix codes

\[ f : \mathcal{X} \to \{0,1\}^*, \quad g : \mathcal{Y} \to \{0,1\}^* \]

and

\[ h : \mathcal{X} \times \mathcal{Y} \to \{0,1\}^*, \]

respectively; i.e., \( \overline{l}_X = E[l(f(X))], \overline{l}_Y = E[l(g(Y))] \) and \( \overline{l}_{XY} = E[l(h(X,Y))] \). Prove that:

(a) \( \overline{l}_X + \overline{l}_Y - \overline{l}_{XY} < I(X;Y) + 2 \).

(b) \( \overline{l}_{XY} \leq \overline{l}_X + \overline{l}_Y \).

19. Entropy rate [98]: Consider a discrete-time, finite-alphabet stationary random process \( \{U_n\}_{n=1}^{\infty} \). Define

\[ H_{n|n}(U) \triangleq \frac{1}{n} H(U_{2n}, \ldots, U_{n+1}|U_n, \ldots, U_1). \]
(a) Show that $H_{n|n}(U)$ is non-increasing in $n$.

(b) Prove that

$$\lim_{n \to \infty} H_{n|n}(U) = H(U),$$

where $H(U)$ is the source entropy rate.

(c) Assume that the stationary source $\{U_n\}$ is also a Markov source. Compare $H_{n|n}(U)$ to the source entropy rate $H(U)$.

20. **Divergence rate:** Prove the expression in (3.2.6) for the divergence rate between a stationary source $\{X_i\}$ and a time-invariant Markov source $\{\hat{X}_i\}$, with both sources having a common finite alphabet $\mathcal{X}$. Generalize the result if the source $\{\hat{X}_i\}$ is a time-invariant $k$-th order Markov chain.


22. Prove Lemma 3.32.
Chapter 4

Data Transmission and Channel Capacity

4.1 Principles of data transmission

A noisy communication channel is an input-output medium in which the output is not completely or deterministically specified by the input. The channel is indeed stochastically modeled, where given channel input $x$, the channel output $y$ is governed by a transition (conditional) probability distribution denoted by $P_{Y|X}(y|x)$. Since two different inputs may give rise to the same output, the receiver, upon receipt of an output, needs to guess the most probable sent input. In general, words of length $n$ are sent and received over the channel; in this case, the channel is characterized by a sequence of $n$-dimensional transition distributions $P_{Y^n|X^n}(y^n|x^n)$, for $n = 1, 2, \cdots$. A block diagram depicting a data transmission or channel coding system (with no output feedback) is given in Figure 4.1.

![Block diagram of a data transmission system](image)

Figure 4.1: A data transmission system, where $W$ represents the message for transmission, $X^n$ denotes the codeword corresponding to message $W$, $Y^n$ represents the received word due to channel input $X^n$, and $\hat{W}$ denotes the reconstructed message from $Y^n$.

The designer of a data transmission (or channel) code needs to carefully
select *codewords* from the set of channel input words (of a given length) so that a minimal ambiguity is obtained at the channel receiver. For example, suppose that a channel has binary input and output alphabets and that its transition probability distribution induces the following conditional probability on its output symbols given that input words of length 2 are sent:

\[
P_{Y|X^2}(y = 0|x^2 = 00) = 1
\]

\[
P_{Y|X^2}(y = 0|x^2 = 01) = 1
\]

\[
P_{Y|X^2}(y = 1|x^2 = 10) = 1
\]

\[
P_{Y|X^2}(y = 1|x^2 = 11) = 1,
\]

which can be graphically depicted as

```
00    1
   /    |
  0   1

01

10    1
   /    |
  1   1

11
```

and a binary message (either event A or event B) is required to be transmitted from the sender to the receiver. Then the data transmission code with (codeword 00 for event A, codeword 10 for event B) obviously induces less ambiguity at the receiver than the code with (codeword 00 for event A, codeword 01 for event B).

In short, the objective in designing a data transmission (or channel) code is to transform a noisy channel into a reliable medium for sending messages and recovering them at the receiver with minimal loss. To achieve this goal, the designer of a data transmission code needs to take advantage of the common parts between the sender and the receiver sites that are least affected by the channel noise. We will see that these common parts are probabilistically captured by the mutual information between the channel input and the channel output.

As illustrated in the previous example, if a “least-noise-affected” subset of the channel input words is appropriately selected as the set of codewords, the messages intended to be transmitted can be reliably sent to the receiver with arbitrarily small error. One then raises the question:

*What is the maximum amount of information (per channel use) that can be reliably transmitted over a given noisy channel?*

In the above example, we can transmit a binary message error-free, and hence the amount of information that can be reliably transmitted is at least 1 bit.
per channel use (or channel symbol). It can be expected that the amount of information that can be reliably transmitted for a highly noisy channel should be less than that for a less noisy channel. But such a comparison requires a good measure of the “noisiness” of channels.

From an information theoretic viewpoint, “channel capacity” provides a good measure of the noisiness of a channel; it represents the maximal amount of informational messages (per channel use) that can be transmitted via a data transmission code over the channel and recovered with arbitrarily small probability of error at the receiver. In addition to its dependence on the channel transition distribution, channel capacity also depends on the coding constraint imposed on the channel input, such as “only block (fixed-length) codes are allowed.” In this chapter, we will study channel capacity for block codes (namely, only block transmission code can be used).\(^1\) Throughout the chapter, the noisy channel is assumed to be memoryless (as defined in the next section).

### 4.2 Discrete memoryless channels

**Definition 4.1 (Discrete channel)** A discrete communication channel is characterized by

- A finite input alphabet \(\mathcal{X}\).
- A finite output alphabet \(\mathcal{Y}\).
- A sequence of \(n\)-dimensional transition distributions

\[
\{P_{Y^n|X^n}(y^n|x^n)\}_{n=1}^{\infty}
\]

such that \(\sum_{y^n \in \mathcal{Y}^n} P_{Y^n|X^n}(y^n|x^n) = 1\) for every \(x^n \in \mathcal{X}^n\), where \(x^n = (x_1, \ldots, x_n) \in \mathcal{X}^n\) and \(y^n = (y_1, \ldots, y_n) \in \mathcal{Y}^n\). We assume that the above sequence of \(n\)-dimensional distribution is consistent, i.e.,

\[
P_{Y^i|X^i}(y^i|x^i) = \frac{\sum_{x_{i+1} \in \mathcal{X}} \sum_{y_{i+1} \in \mathcal{Y}} P_{X^{i+1}|X^i}(x_{i+1}|x^i)P_{Y_{i+1}|X^i}(y_{i+1}|x_{i+1})}{\sum_{x_{i+1} \in \mathcal{X}} P_{X^{i+1}|X^i}(x_{i+1})}
\]

\[
= \sum_{x_{i+1} \in \mathcal{X}} \sum_{y_{i+1} \in \mathcal{Y}} P_{X^{i+1}|X^i}(x_{i+1}|x^i)P_{Y_{i+1}|X^i}(y_{i+1}|x_{i+1})
\]

for every \(x^i, y^i, P_{X^{i+1}|X^i}\) and \(i = 1, 2, \ldots\).

\(^1\)See [284] for recent results regarding channel capacity when no coding constraints are applied on the channel input (so that variable-length codes can be employed).
In general, real-world communications channels exhibit statistical memory in the sense that current channel outputs statistically depend on past outputs as well as past, current and (possibly) future inputs. However, for the sake of simplicity, we restrict our attention in this chapter to the class of memoryless channels (see Problem 4.27 for a brief discussion of channels with memory).

**Definition 4.2 (Discrete memoryless channel)** A discrete memoryless channel (DMC) is a channel whose sequence of transition distributions \( P_{Y^n|X^n} \) satisfies

\[
P_{Y^n|X^n}(y^n|x^n) = \prod_{i=1}^{n} P_{Y|X}(y_i|x_i)
\]

for every \( n = 1, 2, \ldots, x^n \in \mathcal{X}^n \) and \( y^n \in \mathcal{Y}^n \). In other words, a DMC is fully described by the channel’s transition distribution matrix \( Q \triangleq [p_{x,y}] \) of size \(|\mathcal{X}| \times |\mathcal{Y}|\), where

\[
p_{x,y} \triangleq P_{Y|X}(y|x)
\]

for \( x \in \mathcal{X}, y \in \mathcal{Y}\). Furthermore, the matrix \( Q \) is stochastic; i.e., the sum of the entries in each of its rows is equal to 1 (since \( \sum_{y \in \mathcal{Y}} p_{x,y} = 1 \) for all \( x \in \mathcal{X} \)).

**Observation 4.3** We note that the DMC’s condition (4.2.1) is actually equivalent to the following two sets of conditions:

\[
\begin{align*}
P_{Y_n|X^n,Y_{n-1}}(y_n|x^n, y^{n-1}) &= P_{Y|X}(y_n|x_n) \quad \forall n = 1, 2, \ldots, x^n, y^n; \tag{4.2.2a} \\
P_{Y^{n-1}|X^n}(y^{n-1}|x^n) &= P_{Y^{n-1}|X^{n-1}}(y^{n-1}|x^{n-1}) \quad \forall n = 2, 3, \ldots, x^n, y^{n-1}. \tag{4.2.2b}
\end{align*}
\]

\[
\begin{align*}
P_{Y_n|X^n,Y_{n-1}}(y_n|x^n, y^{n-1}) &= P_{Y|X}(y_n|x_n) \quad \forall n = 1, 2, \ldots, x^n, y^n; \tag{4.2.3a} \\
P_{X_n|X^{n-1},Y_{n-1}}(x_n|x^{n-1}, y^{n-1}) &= P_{X_n|X^{n-1}}(x_n|x^{n-1}) \quad \forall n = 1, 2, \ldots, x^n, y^{n-1}. \tag{4.2.3b}
\end{align*}
\]

Condition (4.2.2a) (also, (4.2.3a)) implies that the current output \( Y_n \) only depends on the current input \( X_n \) but not on past inputs \( X^{n-1} \) and outputs \( Y^{n-1} \).

Condition (4.2.2b) indicates that the past outputs \( Y^{n-1} \) do not depend on the current input \( X_n \). These two conditions together give

\[
P_{Y^n|X^n}(y^n|x^n) = P_{Y^{n-1}|X^n}(y^{n-1}|x^n) P_{Y_n|X^n,Y_{n-1}}(y_n|x^n, y^{n-1})
\]

\[
= P_{Y^{n-1}|X^{n-1}}(y^{n-1}|x^{n-1}) P_{Y|X}(y_n|x_n); 
\]

hence, (4.2.1) holds recursively on \( n = 1, 2, \ldots \). The converse (i.e., (4.2.1) implies both (4.2.2a) and (4.2.2b)) is a direct consequence of

\[
P_{Y_n|X^n,Y_{n-1}}(y_n|x^n, y^{n-1}) = \frac{P_{Y^n|X^n}(y^n|x^n)}{\sum_{y_n \in \mathcal{Y}} P_{Y^n|X^n}(y^n|x^n)}
\]
and
\[ P_{Y^n-1|X^n}(y^{n-1}|x^n) = \sum_{y_n \in Y} P_{Y^n|X^n}(y^n|x^n). \]

Similarly, (4.2.3b) states that the current input \( X_n \) is independent of past outputs \( Y^{n-1} \), which together with (4.2.3a) implies again
\[ P_{Y^n|X^n}(y^n|x^n) = P_{X^n,Y^n}(x^n,y^n) \]
\[ = P_{X^n|X^{n-1},Y^{n-1}}(x^n|x^{n-1}) \]
\[ = P_{Y^n|X^n,Y^{n-1}}(y^n|x^n,y^{n-1}) \]
\[ = P_{Y^n-1|X^{n-1},Y^{n-1}}(y^{n-1}|x^{n-1}) P_{Y^n|X^n}(y^n|x^n), \]
hence, recursively yielding (4.2.1). The converse for (4.2.3b)—i.e., (4.2.1) implying (4.2.3b)— can be analogously proved by noting that
\[ P_{X^n|X^{n-1},Y^{n-1}}(x^n|x^{n-1},y^{n-1}) = \frac{P_{X^n}(x^n)}{\sum_{y_n \in Y} P_{Y^n|X^n}(y^n|x^n)} \]
\[ = \frac{P_{Y^n-1|X^{n-1},Y^{n-1}}(y^{n-1}|x^{n-1}) P_{Y^n|X^n}(y^n|x^n)}{\sum_{y_n \in Y} P_{Y^n|X^n}(y^n|x^n)}. \]

Note that the above definition of DMC in (4.2.1) prohibits the use of channel feedback, as feedback allows the current channel input to be a function of past channel outputs (therefore, conditions (4.2.2b) and (4.2.3b) cannot hold with feedback). Instead, a causality condition generalizing condition (4.2.2a) (e.g., see Definition 7.4 in [297]) will be needed to define a channel with feedback.

Examples of DMCs:

1. **Identity (noiseless) channels:** An identity channel has equal-size input and output alphabets \(|\mathcal{X}| = |\mathcal{Y}|\) and channel transition probability satisfying
\[
P_{Y|X}(y|x) = \begin{cases} 
1 & \text{if } y = x \\
0 & \text{if } y \neq x.
\end{cases}
\]

This is a noiseless or perfect channel as the channel input is received error-free at the channel output.

2. **Binary symmetric channels:** A binary symmetric channel (BSC) is a channel with binary input and output alphabets such that each input has a (conditional) probability given by \( \varepsilon \) for being received inverted at the output, where \( \varepsilon \in [0,1] \) is called the channel’s crossover probability or bit error rate. The channel’s transition distribution matrix is given by
\[
Q = [p_{x,y}] = \begin{bmatrix} p_{0,0} & p_{0,1} \\
p_{1,0} & p_{1,1} \end{bmatrix}
\]
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and can be graphically represented via a transition diagram as shown in Figure 4.2.

\[
\begin{bmatrix}
P_{Y|X}(0|0) & P_{Y|X}(1|0) \\
P_{Y|X}(0|1) & P_{Y|X}(1|1)
\end{bmatrix} =
\begin{bmatrix}
1 - \varepsilon & \varepsilon \\
\varepsilon & 1 - \varepsilon
\end{bmatrix}
\] (4.2.4)

If we set \( \varepsilon = 0 \), then the BSC reduces to the binary identity (noiseless) channel. The channel is called “symmetric” since \( P_{Y|X}(1|0) = P_{Y|X}(0|1) \); i.e., it has the same probability for flipping an input bit into a 0 or a 1. A detailed discussion of DMCs with various symmetry properties will be discussed later in this chapter.

Despite its simplicity, the BSC is rich enough to capture most of the complexity of coding problems over more general channels. For example, it can exactly model the behavior of practical channels with additive memoryless Gaussian noise used in conjunction of binary symmetric modulation and hard-decision demodulation (e.g., see [292, p. 240].) It is also worth pointing out that the BSC can be explicitly represented via a binary modulo-2 additive noise channel whose output at time \( i \) is the modulo-2 sum of its input and noise variables:

\[
Y_i = X_i \oplus Z_i \quad \text{for } i = 1, 2, \cdots ,
\] (4.2.5)

where \( \oplus \) denotes addition modulo-2, \( Y_i, X_i \) and \( Z_i \) are the channel output, input and noise, respectively, at time \( i \), the alphabets \( \mathcal{X} = \mathcal{Y} = \mathcal{Z} = \{0, 1\} \) are all binary. It is assumed in (4.2.5) that \( X_i \) and \( Z_j \) are independent from each other for any \( i, j = 1, 2, \cdots \), and that the noise process is a Bernoulli(\( \varepsilon \)) process – i.e., a binary i.i.d. process with \( \Pr[Z = 1] = \varepsilon \).
3. **Binary erasure channels**: In the BSC, some input bits are received perfectly and others are received corrupted (flipped) at the channel output. In some channels however, some input bits are lost during transmission instead of being received corrupted (for example, packets in data networks may get dropped or blocked due to congestion or bandwidth constraints). In this case, the receiver knows the exact location of these bits in the received bitstream or codeword, but not their actual value. Such bits are then declared as “erased” during transmission and are called “erasures.” This gives rise to the so-called binary erasure channel (BEC) as illustrated in Figure 4.3, with input alphabet $\mathcal{X} = \{0, 1\}$ and output alphabet $\mathcal{Y} = \{0, E, 1\}$, where $E$ represents an erasure (we may assume that $E$ is a real number strictly greater than one), and channel transition matrix given by

$$ Q = \begin{bmatrix} p_{0,0} & p_{0,E} & p_{0,1} \\ p_{1,0} & p_{1,E} & p_{1,1} \end{bmatrix} = \begin{bmatrix} P_{Y|X}(0|0) & P_{Y|X}(E|0) & P_{Y|X}(1|0) \\ P_{Y|X}(0|1) & P_{Y|X}(E|1) & P_{Y|X}(1|1) \end{bmatrix} = \begin{bmatrix} 1 - \alpha & \alpha & 0 \\ 0 & \alpha & 1 - \alpha \end{bmatrix}$$

(4.2.6)

where $0 \leq \alpha \leq 1$ is called the channel’s erasure probability. We also observe that, like the BSC, the BEC can be explicitly expressed as follows

$$ Y_i = X_i \cdot 1\{Z_i \neq E\} + E \cdot 1\{Z_i = E\} \quad \text{for } i = 1, 2, \cdots ,$$

(4.2.7)

where $1\{\cdot\}$ is the indicator function, $Y_i$, $X_i$ and $Z_i$ are the channel output, input and erasure, respectively, at time $i$ and the alphabets are $\mathcal{X} = \{0, 1\}$, $\mathcal{Z} = \{0, E\}$ and $\mathcal{Y} = \{0, 1, E\}$. Indeed, when the erasure variable $Z_i = E$, $Y_i = E$ and an erasure occurs in the channel; also, when $Z_i = 0$, $Y_i = X_i$ and the input is received perfectly. In the BEC functional representation in (4.2.7), it is assumed that $X_i$ and $Z_j$ are independent from each other for any $i, j$ and that the erasure process $\{Z_i\}$ is i.i.d. with $\Pr[Z = E] = \alpha$.

4. **Binary channels with errors and erasures**: One can combine the BSC with the BEC to obtain a binary channel with both errors and erasures, as shown in Figure 4.4. We will call such channel the binary symmetric erasure channel (BSEC). In this case, the channel’s transition matrix is given by

$$ Q = [p_{x,y}] = \begin{bmatrix} p_{0,0} & p_{0,E} & p_{0,1} \\ p_{1,0} & p_{1,E} & p_{1,1} \end{bmatrix} = \begin{bmatrix} 1 - \varepsilon - \alpha & \alpha & \varepsilon \\ \varepsilon & \alpha & 1 - \varepsilon - \alpha \end{bmatrix}$$

(4.2.8)

where $\varepsilon, \alpha \in [0, 1]$ are the channel’s crossover and erasure probabilities, respectively, with $\varepsilon + \alpha \leq 1$. Clearly, setting $\alpha = 0$ reduces the BSEC to
Figure 4.3: Binary erasure channel.

the BSC, and setting \( \varepsilon = 0 \) reduces the BSEC to the BEC. Analogously to the BSC and the BEC, the BSEC admits an explicit expression in terms of a noise-erasure process:

\[
Y_i = (X_i \oplus Z_i) \cdot \mathbf{1}\{Z_i \neq E\} + E \cdot \mathbf{1}\{Z_i = E\} \quad \text{for } i = 1, 2, \cdots, (4.2.9)
\]

where \( \oplus \) is addition modulo-2, \( x \oplus E \triangleq 0 \) for all \( x \in \{0, 1\} \), \( \mathbf{1}\{\cdot\} \) is the indicator function, \( Y_i, X_i \) and \( Z_i \) are the channel output, input and noise-erasure variable, respectively, at time \( i \) and the alphabets are \( X = \{0, 1\} \) and \( Y = Z = \{0, 1, E\} \). Indeed, when the noise-erasure variable \( Z_i = E \), \( Y_i = E \) and an erasure occurs in the channel; when \( Z_i = 0, Y_i = X_i \) and the input is received perfectly; finally when \( Z_i = 1, Y_i = X_i \oplus 1 \) and the input bit is received in error. In the BSEC functional characterization (4.2.9), it is assumed that \( X_i \) and \( Z_j \) are independent from each other for any \( i, j \) and that the noise-erasure process \( \{Z_i\} \) is i.i.d. with \( \Pr[Z = E] = \alpha \) and \( \Pr[Z = 1] = \varepsilon \).

More generally, the channel needs not have a symmetric property in the sense of having identical transition distributions when inputs bits 0 or 1 are sent. For example, the channel’s transition matrix can be given by

\[
Q = [p_{x,y}] = \begin{bmatrix} p_{0,0} & p_{0,E} & p_{0,1} \\ p_{1,0} & p_{1,E} & p_{1,1} \end{bmatrix} = \begin{bmatrix} 1 - \varepsilon - \alpha & \alpha & \frac{\varepsilon}{\alpha'} \\ \varepsilon' & \alpha' & 1 - \varepsilon' - \alpha' \end{bmatrix} \quad (4.2.10)
\]

where the probabilities \( \varepsilon \neq \varepsilon' \) and \( \alpha \neq \alpha' \) in general. We call such channel, an asymmetric channel with errors and erasures (this model might be useful to represent practical channels using asymmetric or non-uniform modulation constellations).
Figure 4.4: Binary symmetric erasure channel.

5. **q-ary symmetric channels**: Given an integer $q \geq 2$, the $q$-ary symmetric channel is a non-binary extension of the BSC; it has alphabets $\mathcal{X} = \mathcal{Y} = \{0, 1, \cdots, q-1\}$ of size $q$ and channel transition matrix given by

$$Q = [p_{x,y}] = 
\begin{bmatrix}
p_{0,0} & p_{0,1} & \cdots & p_{0,q-1} \\
p_{1,0} & p_{1,1} & \cdots & p_{1,q-1} \\
\vdots & \vdots & \ddots & \vdots \\
p_{q-1,0} & p_{q-1,1} & \cdots & p_{q-1,q-1}
\end{bmatrix}
\begin{bmatrix}
1 - \varepsilon & \varepsilon & \cdots & \varepsilon \\
\frac{\varepsilon}{q-1} & 1 - \varepsilon & \cdots & \frac{\varepsilon}{q-1} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\varepsilon}{q-1} & \frac{\varepsilon}{q-1} & \cdots & 1 - \varepsilon
\end{bmatrix}
$$

where $0 \leq \varepsilon \leq 1$ is the channel’s *symbol error rate (or probability)*. When $q = 2$, the channel reduces to the BSC with bit error rate $\varepsilon$, as expected.

As the BSC, the $q$-ary symmetric channel can be expressed as a modulo-$q$ additive noise channel with common input, output and noise alphabets $\mathcal{X} = \mathcal{Y} = \mathcal{Z} = \{0, 1, \cdots, q-1\}$ and whose output $Y_i$ at time $i$ is given by $Y_i = X_i \oplus_q Z_i$, for $i = 1, 2, \cdots$, where $\oplus_q$ denotes addition modulo-$q$, and $X_i$ and $Z_i$ are the channel’s input and noise variables, respectively, at time $i$. Here, the noise process $\{Z_n\}_{n=1}^{\infty}$ is assumed to be an i.i.d. process with distribution

$$\Pr[Z = 0] = 1 - \varepsilon \quad \text{and} \quad \Pr[Z = a] = \frac{\varepsilon}{q-1} \quad \forall a \in \{1, \cdots, q-1\}.$$
It is also assumed that the input and noise processes are independent from each other.

6. *q*-ary erasure channels: Given an integer \( q \geq 2 \), one can also consider a non-binary extension of the BEC, yielding the so-called *q*-ary erasure channel. Specifically, this channel has input and output alphabets given by \( \mathcal{X} = \{0, 1, \cdots, q - 1\} \) and \( \mathcal{Y} = \{0, 1, \cdots, q - 1, E\} \), respectively, where \( E \) denotes an erasure, and channel transition distribution given by

\[
P_{Y|X}(y|x) = \begin{cases} 
1 - \alpha & \text{if } y = x, \ x \in \mathcal{X} \\
\alpha & \text{if } y = E, \ x \in \mathcal{X} \\
0 & \text{if } y \neq x, \ x \in \mathcal{X}
\end{cases}
\] (4.2.12)

where \( 0 \leq \alpha \leq 1 \) is the erasure probability. As expected, setting \( q = 2 \) reduces the channel to the BEC.

### 4.3 Block codes for data transmission over DMCs

**Definition 4.4 (Fixed-length data transmission code)** Given positive integers \( n \) and \( M \), and a discrete channel with input alphabet \( \mathcal{X} \) and output alphabet \( \mathcal{Y} \), a fixed-length data transmission code (or block code) for this channel with blocklength \( n \) and rate \( \frac{1}{n} \log_2 M \) message bits per channel symbol (or channel use) is denoted by \( \mathcal{C}_n = (n, M) \) and consists of:

1. \( M \) information messages intended for transmission.

2. An encoding function

\[
f : \{1, 2, \ldots, M\} \rightarrow \mathcal{X}^n
\]

yielding codewords \( f(1), f(2), \cdots, f(M) \in \mathcal{X}^n \), each of length \( n \). The set of these \( M \) codewords is called the codebook and we also usually write \( \mathcal{C}_n = \{f(1), f(2), \cdots, f(M)\} \) to list the codewords.

3. A decoding function \( g : \mathcal{Y}^n \rightarrow \{1, 2, \ldots, M\} \).

The set \( \{1, 2, \ldots, M\} \) is called the *message set* and we assume that a message \( W \) follows a uniform distribution over the set of messages: \( \Pr[W = w] = \frac{1}{M} \) for all \( w \in \{1, 2, \ldots, M\} \). A block diagram for the channel code is given at the beginning of this chapter; see Figure 4.1. As depicted in the diagram, to convey message \( W \) over the channel, the encoder sends its corresponding codeword \( X^n = f(W) \) at the channel input. Finally, \( Y^n \) is received at the channel output (according to the memoryless channel distribution \( P_{Y^n|X^n} \)) and the decoder yields \( \hat{W} = g(Y^n) \) as the message estimate.
Definition 4.5 (Average probability of error) The average probability of error for a channel block code \( C \sim n = (n, M) \) code with encoder \( f(\cdot) \) and decoder \( g(\cdot) \) used over a channel with transition distribution \( P_{Y^n|X^n} \) is defined as
\[
P_e(C \sim n) \triangleq \frac{1}{M} \sum_{w=1}^{M} \lambda_w(C \sim n),\]
where
\[
\lambda_w(C \sim n) \triangleq \Pr[\hat{W} \neq W|W = w] = \Pr[g(Y^n) \neq w|X^n = f(w)] = \sum_{y^n \in Y^n: g(y^n) \neq w} P_{Y^n|X^n}(y^n|f(w))
\]
is the code’s conditional probability of decoding error given that message \( w \) is sent over the channel.

Note that, since we have assumed that the message \( W \) is drawn uniformly from the set of messages, we have that
\[
P_e(C \sim n) = \Pr[\hat{W} \neq W].
\]

Observation 4.6 (Maximal probability of error) Another more conservative error criterion is the so-called maximal probability of error
\[
\lambda(C \sim n) \triangleq \max_{w \in \{1, 2, \ldots, M\}} \lambda_w(C \sim n).
\]
Clearly, \( P_e(C \sim n) \leq \lambda(C \sim n) \); so one would expect that \( P_e(C \sim n) \) behaves differently than \( \lambda(C \sim n) \). However it can be shown that from a code \( C_n = (n, M) \) with arbitrarily small \( P_e(C_n) \), one can construct (by throwing away from \( C_n \) half of its codewords with largest conditional probability of error) a code \( C'_n = (n, \frac{M}{2}) \) with arbitrarily small \( \lambda(C'_n) \) at essentially the same code rate as \( n \) grows to infinity (e.g., see [57, p. 204], [297, p. 163]).

Hence, for simplicity, we will only use \( P_e(C \sim n) \) as our criterion when evaluating the “goodness” or reliability of channel block codes; but one must keep in mind that our results hold under \( \lambda(C_n) \) as well, in particular the channel coding theorem below.

Note that this fact holds for single-user channels with known transition distributions (as given in Definition 4.1) that remain constant throughout the transmission of a codeword. It does not however hold for single-user channels whose statistical descriptions may vary in an unknown manner from symbol to symbol during a codeword transmission; such channels, which include the class of “arbitrarily varying channels” (see [61, Chapter 2, Section 6]), will not be considered in this textbook.

We interchangeably use the terms “goodness” or “reliability” for a block code to mean that its (average) probability of error asymptotically vanishes with increasing blocklength.

---

2Note that this fact holds for single-user channels with known transition distributions (as given in Definition 4.1) that remain constant throughout the transmission of a codeword. It does not however hold for single-user channels whose statistical descriptions may vary in an unknown manner from symbol to symbol during a codeword transmission; such channels, which include the class of “arbitrarily varying channels” (see [61, Chapter 2, Section 6]), will not be considered in this textbook.

3We interchangeably use the terms “goodness” or “reliability” for a block code to mean that its (average) probability of error asymptotically vanishes with increasing blocklength.
Our target is to find a good channel block code (or to show the existence of a good channel block code). From the perspective of the (weak) law of large numbers, a good choice is to draw the code’s codewords based on the jointly typical set between the input and the output of the channel, since all the probability mass is ultimately placed on the jointly typical set. The decoding failure then occurs only when the channel input-output pair does not lie in the jointly typical set, which implies that the probability of decoding error is ultimately small. We next define the jointly typical set.

**Definition 4.7 (Jointly typical set)** The set $\mathcal{F}_n(\delta)$ of jointly $\delta$-typical $n$-tuple pairs $(x^n, y^n)$ with respect to the memoryless distribution $P_{X^n,Y^n}(x^n, y^n) = \prod_{i=1}^n P_{X,Y}(x_i, y_i)$ is defined by

$$\mathcal{F}_n(\delta) \triangleq \left\{ (x^n, y^n) \in \mathcal{X}^n \times \mathcal{Y}^n : \left| -\frac{1}{n} \log_2 P_{X^n}(x^n) - H(X) \right| < \delta, \left| -\frac{1}{n} \log_2 P_{Y^n}(y^n) - H(Y) \right| < \delta, \right. \left. \left| -\frac{1}{n} \log_2 P_{X^n,Y^n}(x^n, y^n) - H(X,Y) \right| < \delta \right\}.$$  

In short, a pair $(x^n, y^n)$ generated by independently drawing $n$ times under $P_{X,Y}$ is jointly $\delta$-typical if its joint and marginal empirical entropies are respectively $\delta$-close to the true joint and marginal entropies.

With the above definition, we directly obtain the joint AEP theorem.

**Theorem 4.8 (Joint AEP)** If $(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n), \ldots$ are i.i.d., i.e., $\{(X_i, Y_i)\}_{i=1}^{\infty}$ is a dependent pair of DMSs, then

$$-\frac{1}{n} \log_2 P_{X^n}(X_1, X_2, \ldots, X_n) \rightarrow H(X) \quad \text{in probability,}$$

$$-\frac{1}{n} \log_2 P_{Y^n}(Y_1, Y_2, \ldots, Y_n) \rightarrow H(Y) \quad \text{in probability,}$$

and

$$-\frac{1}{n} \log_2 P_{X^n,Y^n}((X_1, Y_1), \ldots, (X_n, Y_n)) \rightarrow H(X, Y) \quad \text{in probability}$$

as $n \rightarrow \infty$.

**Proof:** By the weak law of large numbers, we have the desired result. \(\square\)
Theorem 4.9 (Shannon-McMillan theorem for pairs) Given a dependent pair of DMSs with joint entropy $H(X, Y)$ and any $\delta$ greater than zero, we can choose $n$ big enough so that the jointly $\delta$-typical set satisfies:

1. $P_{X^n,Y^n}(\mathcal{F}_n^c(\delta)) < \delta$ for sufficiently large $n$.
2. The number of elements in $\mathcal{F}_n(\delta)$ is at least $(1 - \delta)2^{n(H(X,Y) - \delta)}$ for sufficiently large $n$, and at most $2^{n(H(X,Y) + \delta)}$ for every $n$.
3. If $(x^n, y^n) \in \mathcal{F}_n(\delta)$, its probability of occurrence satisfies
   \[2^{-n(H(X,Y) + \delta)} < P_{X^n,Y^n}(x^n, y^n) < 2^{-n(H(X,Y) - \delta)}\].

Proof: The proof is quite similar to that of the Shannon-McMillan theorem for a single memoryless source presented in the previous chapter; we hence leave it as an exercise. \(\square\)

We herein arrive at the main result of this chapter, Shannon’s channel coding theorem for DMCs. It basically states that a quantity $C$, termed as channel capacity and defined as the maximum of the channel’s mutual information over the set of its input distributions (see below), is the supremum of all “achievable” channel block code rates; i.e., it is the supremum of all rates for which there exists a sequence of block codes for the channel with asymptotically decaying (as the blocklength grows to infinity) probability of decoding error. In other words, for a given DMC, its capacity $C$, which can be calculated by solely using the channel’s transition matrix $Q$, constitutes the largest rate at which one can reliably transmit information via a block code over this channel. Thus, it is possible to communicate reliably over an inherently noisy DMC at a fixed rate (without decreasing it) as long as this rate is below $C$ and the code’s blocklength is allowed to be large.

Theorem 4.10 (Shannon's channel coding theorem) Consider a DMC with finite input alphabet $\mathcal{X}$, finite output alphabet $\mathcal{Y}$ and transition distribution probability $P_{Y|X}(y|x)$, $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. Define the channel capacity\(^4\)

\[
C \triangleq \max_{P_X} I(X; Y) = \max_{P_X} I(P_X, P_{Y|X})
\]

\(^4\)First note that the mutual information $I(X; Y)$ is actually a function of the input statistics $P_X$ and the channel statistics $P_{Y|X}$. Hence, we may write it as

\[
I(P_X, P_{Y|X}) = \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \log_2 \left( \frac{P_{Y|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')} \right).
\]

Such an expression is more suitable for calculating the channel capacity.

Note also that the channel capacity $C$ is well-defined since, for a fixed $P_{Y|X}$, $I(P_X, P_{Y|X})$ is
where the maximum is taken over all input distributions \( P_X \). Then the following hold.

- **Forward part (achievability):** For any \( 0 < \varepsilon < 1 \), there exist \( \gamma > 0 \) and a sequence of data transmission block codes \( \{ C_n = (n, M_n) \}_{n=1}^{\infty} \) with
  \[
  \liminf_{n \to \infty} \frac{1}{n} \log_2 M_n \geq C - \gamma
  \]
  and
  \[
  P_e(C_n) < \varepsilon \quad \text{for sufficiently large } n,
  \]
  where \( P_e(C_n) \) denotes the (average) probability of error for block code \( C_n \).

- **Converse part:** For any \( 0 < \varepsilon < 1 \), any sequence of data transmission block codes \( \{ C_n = (n, M_n) \}_{n=1}^{\infty} \) with
  \[
  \liminf_{n \to \infty} \frac{1}{n} \log_2 M_n > C
  \]
  satisfies
  \[
  P_e(C_n) > (1 - \epsilon)\mu \quad \text{for sufficiently large } n, \quad (4.3.1)
  \]
  where
  \[
  \mu = 1 - \frac{C}{\liminf_{n \to \infty} \frac{1}{n} \log_2 M_n} > 0,
  \]
  i.e., the codes’ probability of error is bounded away from zero for all \( n \) sufficiently large.\(^5\)

**Proof of the forward part:** It suffices to prove the existence of a good block code sequence (satisfying the rate condition, i.e., \( \liminf_{n \to \infty} (1/n) \log_2 M_n \geq C - \gamma \) for some \( \gamma > 0 \)) whose average error probability is ultimately less than \( \varepsilon \). Since the forward part holds trivially when \( C = 0 \) by setting \( M_n = 1 \), we assume in the sequel that \( C > 0 \).

We will use Shannon’s original random coding proof technique in which the good block code sequence is not deterministically constructed; instead, its existence is implicitly proven by showing that for a class (ensemble) of block code

\(^5\)Note that (4.3.1) actually implies that \( \liminf_{n \to \infty} P_e(C_n) \geq \lim_{\epsilon \downarrow 0} (1 - \epsilon)\mu = \mu \), where the error probability lower bound has nothing to do with \( \epsilon \). Here we state the converse of Theorem 4.10 in a form in parallel to the converse statements in Theorems 3.5 and 3.14.
sequences \( \{ \mathcal{C}_n\}_{n=1}^{\infty} \) and a code-selecting distribution \( \Pr[\mathcal{C}_n] \) over these block code sequences, the expectation value of the average error probability, evaluated under the code-selecting distribution on these block code sequences, can be made smaller than \( \varepsilon \) for \( n \) sufficiently large:

\[
E_{\mathcal{C}_n}[P_e(\mathcal{C}_n)] = \sum_{\mathcal{C}_n} \Pr[\mathcal{C}_n] P_e(\mathcal{C}_n) \to 0 \quad \text{as } n \to \infty.
\]

Hence, there must exist at least one such a desired good code sequence \( \{ \mathcal{C}_{n}^*\}_{n=1}^{\infty} \) among them (with \( P_e(\mathcal{C}_{n}^*) \to 0 \) as \( n \to \infty \)).

Fix \( \varepsilon \in (0, 1) \) and some \( \gamma \) in \( (0, \min\{4\varepsilon, C\}) \). Observe that there exists \( N_0 \) such that for \( n > N_0 \), we can choose an integer \( M_n \) with \( C - \gamma \geq \frac{1}{n} \log_2 M_n > C - \gamma \). (4.3.2)

(Since we are only concerned with the case of “sufficient large \( n \),” it suffices to consider only those \( n \)'s satisfying \( n > N_0 \), and ignore those \( n \)'s for \( n \leq N_0 \).)

Define \( \delta \triangleq \gamma/8 \). Let \( P_{\hat{X}} \) be the probability distribution achieving the channel capacity:

\[
C \triangleq \max_{P_{\hat{X}}} I(P_{\hat{X}}, P_{Y|X}) = I(P_{\hat{X}}, P_{Y|X}).
\]

Denote by \( P_{Y^n} \) the channel output distribution due to channel input product distribution \( P_{\hat{X}^n} \) (with \( P_{\hat{X}^n}(x^n) = \prod_{i=1}^{n} P_{\hat{X}}(x_i) \)), i.e.,

\[
P_{Y^n}(y^n) = \sum_{x^n \in \mathcal{X}^n} P_{\hat{X}^n, Y^n}(x^n, y^n)
\]

where

\[
P_{\hat{X}^n, Y^n}(x^n, y^n) \triangleq P_{\hat{X}^n}(x^n) P_{Y^n|X^n}(y^n|x^n)
\]

for all \( x^n \in \mathcal{X}^n \) and \( y^n \in \mathcal{Y}^n \). Note that since \( P_{\hat{X}^n}(x^n) = \prod_{i=1}^{n} P_{\hat{X}}(x_i) \) and the channel is memoryless, the resulting joint input-output process \( \{(\hat{X}_i, \hat{Y}_i)\}_{i=1}^{\infty} \) is also memoryless with

\[
P_{\hat{X}_i, Y_i}(x_i, y_i) = \prod_{i=1}^{n} P_{\hat{X}, \hat{Y}}(x_i, y_i)
\]

and

\[
P_{\hat{X}, \hat{Y}}(x, y) = P_{\hat{X}}(x) P_{Y|X}(y|x) \quad \text{for } x \in \mathcal{X}, y \in \mathcal{Y}.
\]

We next present the proof in three steps.
**Step 1: Code construction.**

For any blocklength \( n \), independently select \( M_n \) channel inputs with replacement\(^6\) from \( \mathcal{X}^n \) according to the distribution \( P_{\bar{X}^n}(x^n) \). For the selected \( M_n \) channel inputs yielding codebook \( \mathcal{C}_n \triangleq \{c_1, c_2, \ldots, c_{M_n}\} \), define the encoder \( f_n(\cdot) \) and decoder \( g_n(\cdot) \), respectively, as follows:

\[
f_n(m) = c_m \quad \text{for } 1 \leq m \leq M_n,
\]

and

\[
g_n(y^n) = \begin{cases} 
  m, & \text{if } c_m \text{ is the only codeword in } \mathcal{C}_n \text{ satisfying } (c_m, y^n) \in F_n(\delta); \\
  \text{any one in } \{1, 2, \ldots, M_n\}, & \text{otherwise},
\end{cases}
\]

where \( F_n(\delta) \) is defined in Definition 4.7 with respect to distribution \( P_{\bar{X}^n,\bar{Y}^n} \). (We evidently assume that the codebook \( \mathcal{C}_n \) and the channel distribution \( P_{Y|X} \) are known at both the encoder and the decoder.) Hence, the code \( \mathcal{C}_n \) operates as follows. A message \( W \) is chosen according to the uniform distribution from the set of messages. The encoder \( f_n \) then transmits the \( W \)th codeword \( c_W \) in \( \mathcal{C}_n \) over the channel. Then \( Y^n \) is received at the channel output and the decoder guesses the sent message via \( \hat{W} = g_n(Y^n) \).

Note that there is a total \( |\mathcal{X}|^{nM_n} \) possible randomly generated codebooks \( \mathcal{C}_n \) and the probability of selecting each codebook is given by

\[
\Pr[\mathcal{C}_n] = \prod_{m=1}^{M_n} P_{\bar{X}^n}(c_m).
\]

**Step 2: Conditional error probability.**

For each (randomly generated) data transmission code \( \mathcal{C}_n \), the conditional probability of error given that message \( m \) was sent, \( \lambda_m(\mathcal{C}_n) \), can be upper bounded by:

\[
\lambda_m(\mathcal{C}_n) \leq \sum_{y^n \in \mathcal{Y}^n: (c_m, y^n) \notin F_n(\delta)} P_{Y^n|X^n}(y^n|c_m) + \sum_{m'=1}^{M_n} \sum_{y^n \in \mathcal{Y}^n: (c_{m'}, y^n) \in F_n(\delta)} P_{Y^n|X^n}(y^n|c_m), \quad (4.3.3)
\]

\(^6\)Here, the channel inputs are selected with replacement. That means it is possible and acceptable that all the selected \( M_n \) channel inputs are identical.
where the first term in (4.3.3) considers the case that the received channel output $y^n$ is not jointly $\delta$-typical with $c_m$, (and hence, the decoding rule $g_n(\cdot)$ would possibly result in a wrong guess), and the second term in (4.3.3) reflects the situation when $y^n$ is jointly $\delta$-typical with not only the transmitted codeword $c_m$, but also with another codeword $c_m'$ (which may cause a decoding error).

By taking expectation in (4.3.3) with respect to the $m$th codeword-selecting distribution $P_{X_n}(c_m)$, we obtain

$$\sum_{c_m \in X^n} P_{X_n}(c_m) \lambda_m(\mathcal{C}_n) \leq \sum_{c_m \in X^n} \sum_{y^n \notin F_n(\delta|c_m)} P_{X_n}(c_m) P_{Y^n|X^n}(y^n|c_m)$$

$$+ \sum_{c_m \in X^n} \sum_{m'=1}^{M_n} \sum_{y^n \notin F_n(\delta|c_{m'})} P_{X_n}(c_m) P_{Y^n|X^n}(y^n|c_m)$$

$$= P_{X_n,Y_n}(\mathcal{F}_n(\delta))$$

$$+ \sum_{m'=1}^{M_n} \sum_{y^n \notin F_n(\delta|c_{m'})} P_{X_n,Y_n}(c_m, y^n),$$

(4.3.4)

where

$$\mathcal{F}_n(\delta|x^n) \triangleq \{y^n \in Y^n : (x^n, y^n) \in \mathcal{F}_n(\delta)\}.$$

**Step 3: Average error probability.**

We now can analyze the expectation of the average error probability

$$E_{\mathcal{C}_n}[P_e(\mathcal{C}_n)]$$

over the ensemble of all codebooks $\mathcal{C}_n$ generated at random according to $\Pr[\mathcal{C}_n]$ and show that it asymptotically vanishes as $n$ grows without bound. We obtain the following series of inequalities.

$$E_{\mathcal{C}_n}[P_e(\mathcal{C}_n)] = \sum_{\mathcal{C}_n} \Pr[\mathcal{C}_n] P_e(\mathcal{C}_n)$$

$$= \sum_{c_1 \in X^n} \cdots \sum_{c_{M_n} \in X^n} P_{X_n}(c_1) \cdots P_{X_n}(c_{M_n}) \left( \frac{1}{M_n} \sum_{m=1}^{M_n} \lambda_m(\mathcal{C}_n) \right)$$

$$= \frac{1}{M_n} \sum_{m=1}^{M_n} \sum_{c_1 \in X^n} \cdots \sum_{c_{m-1} \in X^n} \sum_{c_{m+1} \in X^n} \cdots \sum_{c_{M_n} \in X^n}$$
where (4.3.5) follows from (4.3.4), and the last step holds since $P_{X^n,Y^n}(F_n^c(\delta))$ is a constant independent of $c_1, \ldots, c_{M_n}$ and $m$. Observe that for $n > N_0$, 

$$P_{X^n}(c_1) \cdots P_{X^n}(c_{m-1})P_{X^n}(c_{m+1}) \cdots P_{X^n}(c_{M_n})$$

$$\times \left( \sum_{c_m \in X^n} P_{X^n}(c_m) \lambda_m(c_n) \right)$$

$$\leq \frac{1}{M_n} \sum_{m=1}^{M_n} \sum_{c_1 \in X^n} \cdots \sum_{c_{m-1} \in X^n} \sum_{c_{m+1} \in X^n} \cdots \sum_{c_{M_n} \in X^n}$$

$$P_{X^n}(c_1) \cdots P_{X^n}(c_{m-1})P_{X^n}(c_{m+1}) \cdots P_{X^n}(c_{M_n})$$

$$\times P_{X^n,Y^n}(F_n^c(\delta))$$

$$+ \frac{1}{M_n} \sum_{m=1}^{M_n} \left\{ \sum_{m' = 1}^{M_n} \left[ \sum_{m' \neq m} \sum_{c_{m'} \in X^n} \sum_{c_{m+1} \in X^n} \cdots \sum_{c_{M_n} \in X^n} \right. \right.$$

$$P_{X^n}(c_1) \cdots P_{X^n}(c_{m'-1})P_{X^n}(c_{m'+1}) \cdots P_{X^n}(c_{M_n})$$

$$\times \sum_{c_{m'} \in X^n} \sum_{y^n \in F_n(\delta|c_{m'})} P_{X^n,Y^n}(c_{m'}, y^n)$$

$$\left\} \right\},$$

where (4.3.5) follows from (4.3.4), and the last step holds since $P_{X^n,Y^n}(F_n^c(\delta))$ is a constant independent of $c_1, \ldots, c_{M_n}$ and $m$. Observe that for $n > N_0$, 

$$\sum_{m' = 1}^{M_n} \left[ \sum_{c_1 \in X^n} \cdots \sum_{c_{m-1} \in X^n} \sum_{c_{m+1} \in X^n} \cdots \sum_{c_{M_n} \in X^n} \right.$$

$$P_{X^n}(c_1) \cdots P_{X^n}(c_{m-1})P_{X^n}(c_{m+1}) \cdots P_{X^n}(c_{M_n})$$

$$\times \sum_{c_{m} \in X^n} \sum_{y^n \in F_n(\delta|c_{m'})} P_{X^n,Y^n}(c_{m}, y^n)$$

$$= \sum_{m' = 1}^{M_n} \left[ \sum_{c_{m'} \in X^n} \sum_{c_{m'} \in X^n} \sum_{y^n \in F_n(\delta|c_{m'})} \right.$$

$$P_{X^n}(c_{m'})P_{X^n,Y^n}(c_{m'}, y^n)$$

$$\left. \right].$$
\[ = \sum_{m'=1 \atop m' \neq m}^{M_n} \left[ \sum_{c_{m'} \in \mathcal{X}^n} P_{X^n}(c_{m'}) \left( \sum_{c_m \in \mathcal{X}^n} P_{X^n, \hat{Y}^n}(c_m, y^n) \right) \right] \]

\[ = \sum_{m'=1 \atop m' \neq m}^{M_n} \left[ \sum_{c_{m'} \in \mathcal{X}^n} P_{X^n}(c_{m'}) P_{Y^n}(y^n) \right] \]

\[ \leq \sum_{m'=1 \atop m' \neq m}^{M_n} |\mathcal{F}_n(\delta)| 2^{-n(H(\hat{X})-\delta)} 2^{-n(H(\hat{Y})-\delta)} \]

\[ \leq \sum_{m'=1 \atop m' \neq m}^{M_n} 2^{n(H(\hat{X}, \hat{Y})+\delta)} 2^{-n(H(\hat{X})-\delta)} 2^{-n(H(\hat{Y})-\delta)} \]

\[ = (M_n - 1) 2^{n(H(\hat{X}, \hat{Y})+\delta)} 2^{-n(H(\hat{X})-\delta)} 2^{-n(H(\hat{Y})-\delta)} \]

\[ < M_n \cdot 2^{n(C-4\delta)} \cdot 2^{-n(I(X; Y)-3\delta)} = 2^{-n\delta}, \]

where the first inequality follows from the definition of the jointly typical set \( \mathcal{F}_n(\delta) \), the second inequality holds by the Shannon-McMillan theorem for pairs (Theorem 4.9), the last inequality follows since \( C = I(\hat{X}; \hat{Y}) \) by definition of \( \hat{X} \) and \( \hat{Y} \), and since \((1/n) \log_2 M_n \leq C - (\gamma/2) = C - 4\delta\). Consequently,

\[ E_{\mathcal{C}_n}[P_{e}(\mathcal{C}_n)] \leq P_{X^n, \hat{Y}^n}(\mathcal{F}^c_n(\delta)) + 2^{-n\delta}, \]

which for sufficiently large \( n \) (and \( n > N_0 \)), can be made smaller than \( 2\delta = \gamma/4 < \varepsilon \) by the Shannon-McMillan theorem for pairs. \( \square \)

Before proving the converse part of the channel coding theorem, let us recall Fano’s inequality in a channel coding context. Consider an \((n, M_n)\) channel block code \(\mathcal{C}_n\) with encoding and decoding functions given by

\[ f_n : \{1, 2, \ldots, M_n\} \rightarrow \mathcal{X}^n \]

and

\[ g_n : \mathcal{Y}^n \rightarrow \{1, 2, \ldots, M_n\}, \]
respectively. Let message $W$, which is uniformly distributed over the set of messages $\{1, 2, \cdots, M_n\}$, be sent via codeword $X^n(W) = f_n(W)$ over the DMC, and let $Y^n$ be received at the channel output. At the receiver, the decoder estimates the sent message via $\hat{W} = g_n(Y^n)$ and the probability of estimation error is given by the code’s average error probability:

$$\Pr[W \neq \hat{W}] = P_e(\mathcal{C}_n)$$

since $W$ is uniformly distributed. Then Fano’s inequality (2.5.2) yields

$$H(W|Y^n) \leq 1 + P_e(\mathcal{C}_n) \log_2(M_n - 1)$$

$$< 1 + P_e(\mathcal{C}_n) \log_2 M_n.$$  \hspace{1cm} (4.3.6)

We next proceed with the proof of the converse part.

**Proof of the converse part:** For any $(n, M_n)$ block channel code $\mathcal{C}_n$ as described above, we have that $W \rightarrow X^n \rightarrow Y^n$ form a Markov chain; we thus obtain by the data processing inequality that

$$I(W; Y^n) \leq I(X^n; Y^n).$$  \hspace{1cm} (4.3.7)

We can also upper bound $I(X^n; Y^n)$ in terms of the channel capacity $C$ as follows

$$I(X^n; Y^n) \leq \max_{P_{X^n}} I(X^n; Y^n)$$

$$\leq \max_{P_{X^n}} \sum_{i=1}^{n} I(X_i; Y_i) \hspace{1cm} \text{(by Theorem 2.21)}$$

$$\leq \sum_{i=1}^{n} \max_{P_{X^n}} I(X_i; Y_i)$$

$$= \sum_{i=1}^{n} \max_{P_{X^n}} I(X_i; Y_i)$$

$$= nC.$$  \hspace{1cm} (4.3.8)

Consequently, code $\mathcal{C}_n$ satisfies the following:

$$\log_2 M_n = H(W) \hspace{1cm} \text{(since } W \text{ is uniformly distributed)}$$

$$= H(W|Y^n) + I(W; Y^n)$$

$$\leq H(W|Y^n) + I(X^n; Y^n) \hspace{1cm} \text{(by (4.3.7))}$$

$$\leq H(W|Y^n) + nC \hspace{1cm} \text{(by (4.3.8))}$$

$$< 1 + P_e(\mathcal{C}_n) \cdot \log_2 M_n + nC. \hspace{1cm} \text{(by (4.3.6))}$$
This implies that
\[ P_e(\mathcal{E}_n) > 1 - \frac{C}{(1/n) \log_2 M_n} - \frac{1}{\log_2 M_n} = 1 - \frac{C + 1/n}{(1/n) \log_2 M_n}. \]
So if \( \liminf_{n \to \infty} (1/n) \log_2 M_n = \frac{C}{1 - \mu} \), then for any \( 0 < \varepsilon < 1 \), there exists an integer \( N \) such that for \( n \geq N \),
\[ \frac{1}{n} \log_2 M_n \geq \frac{C + 1/n}{1 - (1 - \varepsilon)\mu}, \]
because, otherwise, (4.3.9) would be violated for infinitely many \( n \), implying a contradiction that
\[ \liminf_{n \to \infty} \frac{1}{n} \log_2 M_n \leq \liminf_{n \to \infty} \frac{C + 1/n}{1 - (1 - \varepsilon)\mu} = \frac{C}{1 - (1 - \varepsilon)\mu}. \]
Hence, for \( n \geq N \),
\[ P_e(\mathcal{E}_n) > 1 - [1 - (1 - \varepsilon)\mu] \frac{C + 1/n}{C + 1/n} = (1 - \varepsilon)\mu > 0; \]
i.e., \( P_e(\mathcal{E}_n) \) is bounded away from zero for \( n \) sufficiently large.

**Observation 4.11** The results of the above channel coding theorem is illustrated in Figure 4.5,\(^7\) where \( R = \liminf_{n \to \infty} (1/n) \log_2 M_n \) (measured in message bits/channel use) is usually called the *ultimate* (or asymptotic) coding rate of channel block codes. As indicated in the figure, the ultimate rate of any good block code for the DMC must be smaller than or equal to the channel capacity \( C \).\(^8\) Conversely, any block code with (ultimate) rate greater than \( C \), will have its probability of error bounded away from zero. Thus for a DMC, its capacity \( C \) is the supremum of all “achievable” channel block coding rates; i.e., it is the supremum of all rates for which there exists a sequence of channel block codes with asymptotically vanishing (as the blocklength goes to infinity) probability of error.

---

\(^7\)Note that Theorem 4.10 actually implies that \( \lim_{n \to \infty} P_e = 0 \) for \( R < C \) and that \( \liminf_{n \to \infty} P_e > 0 \) for \( R > C \) rather than the behavior of \( \limsup_{n \to \infty} P_e \) portrayed in Figure 4.5; these properties however might not hold for more general channels than the DMC. For general channels, three partitions instead of two may result, i.e., \( R < C \), \( C < R < \bar{C} \) and \( R > \bar{C} \), which respectively correspond to \( \limsup_{n \to \infty} P_e = 0 \) for the best block code, \( \limsup_{n \to \infty} P_e > 0 \) but \( \liminf_{n \to \infty} P_e = 0 \) for the best block code, and \( \liminf_{n \to \infty} P_e > 0 \) for all channel code codes, where \( \bar{C} \) is called the *optimistic channel capacity* [283, 281]. Since \( \bar{C} = C \) for DMCs, the three regions are reduced to two. A formula for \( \bar{C} \) in terms of a generalized (spectral) mutual information rate is established in [51].

\(^8\)It can be seen from the theorem that \( C \) can be achieved as an ultimate transmission rate as long as \( (1/n) \log_2 M_n \) approaches \( C \) from below with increasing \( n \) (see (4.3.2)).
\[ \limsup_{n \to \infty} P_e = 0 \quad \text{for the best channel block code} \]
\[ \limsup_{n \to \infty} P_e > 0 \quad \text{for all channel block codes} \]

Figure 4.5: Ultimate channel coding rate \( R \) versus channel capacity \( C \) and behavior of the probability of error as blocklength \( n \) goes to infinity for a DMC.

Shannon’s channel coding theorem, established in 1948 [246], provides the ultimate limit for reliable communication over a noisy channel. However, it does not provide an explicit efficient construction for good codes since searching for a good code from the ensemble of randomly generated codes is prohibitively complex, as its size grows double-exponentially with blocklength (see Step 1 of the proof of the forward part). It thus spurred the entire area of coding theory, which flourished over the last 65 years with the aim of constructing powerful error-correcting codes operating close to the capacity limit. Particular advances were made for the class of linear codes (also known as group codes) whose rich\(^9\) yet elegantly simple algebraic structures made them amenable for efficient practically-implementable encoding and decoding. Examples of such codes include Hamming codes, Golay codes, BCH and Reed-Solomon codes, and convolutional codes. In 1993, the so-called Turbo codes were introduced by Berrou et al. [29, 30] and shown experimentally to perform close to the channel capacity limit for the class of memoryless channels. Similar near-capacity achieving linear codes were later established with the re-discovery of Gallager’s low-density parity-check codes (LDPC) [96, 97, 185, 186]. Many of these codes are used with increased sophistication in today’s ubiquitous communication, information and multimedia technologies. For detailed studies on coding theory, see the following texts [34, 36, 155, 182, 187, 235, 292].

4.4 Calculating channel capacity

Given a DMC with finite input alphabet \( \mathcal{X} \), finite input alphabet \( \mathcal{Y} \) and channel transition matrix \( Q = [p_{x,y}] \) of size \( |\mathcal{X}| \times |\mathcal{Y}| \), where \( p_{x,y} \triangleq P_{Y|X}(y|x) \), for \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \), we would like to calculate

\[ C \triangleq \max_{P_X} I(X;Y) \]

\(^9\)Indeed, there exist linear codes that can achieve the capacity of memoryless channels with additive noise (e.g., see [61, p. 114]). Such channels include the BSC and the \( q \)-ary symmetric channel.
where the maximization (which is well-defined) is carried over the set of input distributions $P_X$, and $I(X;Y)$ is the mutual information between the channel’s input and output.

Note that $C$ can be determined numerically via non-linear optimization techniques – such as the iterative algorithms developed by Arimoto [17] and Blahut [33, 35], see also [62] and [297, Chap. 9]. In general, there are no closed-form (single-letter) analytical expressions for $C$. However, for many “simplified” channels, it is possible to analytically determine $C$ under some “symmetry” properties of their channel transition matrix.

### 4.4.1 Symmetric, weakly-symmetric and quasi-symmetric channels

**Definition 4.12** A DMC with finite input alphabet $\mathcal{X}$, finite output alphabet $\mathcal{Y}$ and channel transition matrix $Q = [p_{x,y}]$ of size $|\mathcal{X}| \times |\mathcal{Y}|$ is said to be symmetric if the rows of $Q$ are permutations of each other and the columns of $Q$ are permutations of each other. The channel is said to be weakly-symmetric if the rows of $Q$ are permutations of each other and all the column sums in $Q$ are equal.

It directly follows from the definition that symmetry implies weak-symmetry. Examples of symmetric DMCs include the BSC, the $q$-ary symmetric channel and the following ternary channel with $\mathcal{X} = \mathcal{Y} = \{0, 1, 2\}$ and transition matrix

$$Q = \begin{bmatrix} P_{Y|X}(0|0) & P_{Y|X}(1|0) & P_{Y|X}(2|0) \\ P_{Y|X}(0|1) & P_{Y|X}(1|1) & P_{Y|X}(2|1) \\ P_{Y|X}(0|2) & P_{Y|X}(1|2) & P_{Y|X}(2|2) \end{bmatrix} = \begin{bmatrix} 0.4 & 0.1 & 0.5 \\ 0.5 & 0.4 & 0.1 \\ 0.1 & 0.5 & 0.4 \end{bmatrix}.$$ (4.4.1)

The following DMC with $|\mathcal{X}| = |\mathcal{Y}| = 4$ and

$$Q = \begin{bmatrix} 0.5 & 0.25 & 0.25 & 0 \\ 0.5 & 0.25 & 0.25 & 0 \\ 0 & 0.25 & 0.25 & 0.5 \\ 0 & 0.25 & 0.25 & 0.5 \end{bmatrix}$$ (4.4.1)

is weakly-symmetric (but not symmetric). Noting that all above channels involve square transition matrices, we emphasize that $Q$ can be rectangular while satisfying the symmetry or weak-symmetry properties. For example, the DMC with $|\mathcal{X}| = 2, |\mathcal{Y}| = 4$ and

$$Q = \begin{bmatrix} \frac{1-\varepsilon}{2} & \frac{\varepsilon}{2} & \frac{1-\varepsilon}{2} & \frac{\varepsilon}{2} \\ \frac{\varepsilon}{2} & \frac{1-\varepsilon}{2} & \frac{\varepsilon}{2} & \frac{1-\varepsilon}{2} \end{bmatrix}$$ (4.4.2)
is symmetric (where \( \varepsilon \in [0, 1] \)), while the DMC with \(|\mathcal{X}| = 2, |\mathcal{Y}| = 3\) and
\[
Q = \begin{bmatrix}
\frac{1}{3} & \frac{1}{6} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{2} & \frac{1}{6}
\end{bmatrix}
\]
is weakly-symmetric.

**Lemma 4.13** The capacity of a weakly-symmetric channel \( Q \) is achieved by a uniform input distribution and is given by
\[
C = \log_2 |\mathcal{Y}| - H(q_1, q_2, \ldots, q_{|\mathcal{Y}|}) \tag{4.4.3}
\]
where \((q_1, q_2, \ldots, q_{|\mathcal{Y}|})\) denotes any row of \( Q \) and
\[
H(q_1, q_2, \ldots, q_{|\mathcal{Y}|}) \triangleq -\sum_{i=1}^{|\mathcal{Y}|} q_i \log_2 q_i
\]
is the row entropy.

**Proof:** The mutual information between the channel’s input and output is given by
\[
I(X; Y) = H(Y) - H(Y|X) = H(Y) - \sum_{x \in \mathcal{X}} P_X(x)H(Y|X = x)
\]
where
\[
H(Y|X = x) = -\sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) \log_2 P_{Y|X}(y|x) = -\sum_{y \in \mathcal{Y}} p_{x,y} \log_2 p_{x,y}.
\]
Noting that every row of \( Q \) is a permutation of every other row, we obtain that \( H(Y|X = x) \) is independent of \( x \) and can be written as
\[
H(Y|X = x) = H(q_1, q_2, \ldots, q_{|\mathcal{Y}|})
\]
where \((q_1, q_2, \ldots, q_{|\mathcal{Y}|})\) is any row of \( Q \). Thus
\[
H(Y|X) = \sum_{x \in \mathcal{X}} P_X(x)H(q_1, q_2, \ldots, q_{|\mathcal{Y}|})
\]
\[
= H(q_1, q_2, \ldots, q_{|\mathcal{Y}|}) \left( \sum_{x \in \mathcal{X}} P_X(x) \right)
\]
\[
= H(q_1, q_2, \ldots, q_{|\mathcal{Y}|}).
\]
This implies
\[
I(X; Y) = H(Y) - H(q_1, q_2, \ldots, q_{|\mathcal{Y}|})
\]
\[
\leq \log_2 |\mathcal{Y}| - H(q_1, q_2, \ldots, q_{|\mathcal{Y}|})
\]

with equality achieved iff \( Y \) is uniformly distributed over \( \mathcal{Y} \). We next show that choosing a uniform input distribution, \( P_X(x) = \frac{1}{|\mathcal{X}|} \ \forall x \in \mathcal{X} \), yields a uniform output distribution, hence maximizing mutual information. Indeed, under a uniform input distribution, we obtain that for any \( y \in \mathcal{Y} \),

\[
P_Y(y) = \sum_{x \in \mathcal{X}} P_X(x)P_{Y|X}(y|x) = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} p_{x,y} = \frac{A}{|\mathcal{X}|}
\]

where \( A \triangleq \sum_{x \in \mathcal{X}} p_{x,y} \) is a constant given by the sum of the entries in any column of \( Q \), since by the weak-symmetry property all column sums in \( Q \) are identical. Note that \( \sum_{y \in \mathcal{Y}} P_Y(y) = 1 \) yields that

\[
\sum_{y \in \mathcal{Y}} \frac{A}{|\mathcal{X}|} = 1
\]

and hence

\[
A = \frac{|\mathcal{X}|}{|\mathcal{Y}|}. \quad (4.4.4)
\]

Accordingly,

\[
P_Y(y) = \frac{A}{|\mathcal{X}|} = \frac{|\mathcal{X}|}{|\mathcal{Y}|} \frac{1}{|\mathcal{X}|} = \frac{1}{|\mathcal{Y}|}
\]

for any \( y \in \mathcal{Y} \); thus the uniform input distribution induces a uniform output distribution and achieves channel capacity as given by (4.4.3).

**Observation 4.14** Note that if the weakly-symmetric channel has a square (i.e., with \(|\mathcal{X}| = |\mathcal{Y}|\)) transition matrix \( Q \), then \( Q \) is a doubly-stochastic matrix; i.e., both its row sums and its column sums are equal to 1. Note however that having a square transition matrix does not necessarily make a weakly-symmetric channel symmetric; e.g., see (4.4.1).

**Example 4.15 (Capacity of the BSC)** Since the BSC with crossover probability (or bit error rate) \( \varepsilon \) is symmetric, we directly obtain from Lemma 4.13 that its capacity is achieved by a uniform input distribution and is given by

\[
C = \log_2(2) - H(1 - \varepsilon, \varepsilon) = 1 - h_b(\varepsilon) \quad (4.4.5)
\]

where \( h_b(\cdot) \) is the binary entropy function.
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Example 4.16 (Capacity of the $q$-ary symmetric channel) Similarly, the $q$-ary symmetric channel with symbol error rate $\varepsilon$ described in (4.2.11) is symmetric; hence, by Lemma 4.13, its capacity is given by

$$C = \log_2 q - H \left( 1 - \varepsilon, \frac{\varepsilon}{q-1}, \ldots, \frac{\varepsilon}{q-1} \right) = \log_2 q + \varepsilon \log_2 \frac{\varepsilon}{q-1} + (1-\varepsilon) \log_2 (1-\varepsilon).$$

Note that when $q = 2$, the channel capacity is equal to that of the BSC, as expected. Furthermore, when $\varepsilon = 0$, the channel reduces to the identity (noiseless) $q$-ary channel and its capacity is given by $C = \log_2 q$.

We next note that one can further weaken the weak-symmetry property and define a class of “quasi-symmetric” channels for which the uniform input distribution still achieves capacity and yields a simple closed-form formula for capacity.

Definition 4.17 A DMC with finite input alphabet $\mathcal{X}$, finite output alphabet $\mathcal{Y}$ and channel transition matrix $Q = [p_{x,y}]$ of size $|\mathcal{X}| \times |\mathcal{Y}|$ is said to be quasi-symmetric\(^\text{10}\) if $Q$ can be partitioned along its columns into $m$ weakly-symmetric sub-matrices $Q_1, Q_2, \ldots, Q_m$ for some integer $m \geq 1$, where each $Q_i$ sub-matrix has size $|\mathcal{X}| \times |\mathcal{Y}_i|$ for $i = 1, 2, \ldots, m$ with $\mathcal{Y}_1 \cup \cdots \cup \mathcal{Y}_m = \mathcal{Y}$ and $\mathcal{Y}_i \cap \mathcal{Y}_j = \emptyset \forall i \neq j, i, j = 1, 2, \ldots, m$.

Hence, quasi-symmetry is our weakest symmetry notion, since a weakly-symmetric channel is clearly quasi-symmetric (just set $m = 1$ in the above definition); we thus have: symmetry $\implies$ weak-symmetry $\implies$ quasi-symmetry.

Lemma 4.18 The capacity of a quasi-symmetric channel $Q$ as defined above is achieved by a uniform input distribution and is given by

$$C = \sum_{i=1}^{m} a_i C_i$$

(4.4.6)

where

$$a_i \triangleq \sum_{y \in \mathcal{Y}_i} p_{x,y} = \text{sum of any row in } Q_i, \quad i = 1, \ldots, m,$$

and

$$C_i = \log_2 |\mathcal{Y}_i| - H \left( \text{any row in the matrix } \frac{1}{a_i} Q_i \right), \quad i = 1, \ldots, m$$

is the capacity of the $i$th weakly-symmetric “sub-channel” whose transition matrix is obtained by multiplying each entry of $Q_i$ by $\frac{1}{a_i}$ (this normalization renders sub-matrix $Q_i$ into a stochastic matrix and hence a channel transition matrix).

\(^{10}\)This notion of “quasi-symmetry” is slightly more general than Gallager’s notion [98, p. 94], as we herein allow each sub-matrix to be weakly-symmetric (instead of symmetric as in [98]).
\textbf{Proof:} We first observe that for each \( i = 1, \cdots, m \), \( a_i \) is \textit{independent} of the input value \( x \), since sub-matrix \( i \) is weakly-symmetric (so any row in \( Q_i \) is a permutation of any other row); and hence \( a_i \) is the sum of \textit{any} row in \( Q_i \).

For each \( i = 1, \cdots, m \), define

\[
P_{Y_i|X}(y|x) \triangleq \begin{cases} \frac{p_{x,y}}{a_i} & \text{if } y \in \mathcal{Y}_i \text{ and } x \in \mathcal{X}; \\ 0 & \text{otherwise} \end{cases}
\]

where \( Y_i \) is a random variable taking values in \( \mathcal{Y}_i \). It can be easily verified that \( P_{Y_i|X}(y|x) \) is a legitimate conditional distribution. Thus \( P_{Y_i|X}(y|x) = \frac{1}{a_i} Q_i \) is the transition matrix of the weakly-symmetric "sub-channel" \( i \) with input alphabet \( \mathcal{X} \) and output alphabet \( \mathcal{Y}_i \). Let \( I(X; Y_i) \) denote its mutual information. Since each such sub-channel \( i \) is weakly-symmetric, we know that its capacity \( C_i \) is given by

\[
C_i = \max_{P_X} I(X; Y_i) = \log_2 |\mathcal{Y}_i| - H\left( \text{any row in the matrix } \frac{1}{a_i} Q_i \right),
\]

where the maximum is achieved by a uniform input distribution.

Now, the mutual information between the input and the output of our original quasi-symmetric channel \( Q \) can be written as

\[
I(X; Y) = \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} P_X(x) p_{x,y} \log_2 \frac{p_{x,y}}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')}
= \sum_{i=1}^{m} \sum_{y \in \mathcal{Y}_i} \sum_{x \in \mathcal{X}} a_i P_X(x) \frac{p_{x,y}}{a_i} \log_2 \frac{P_{X}(x') P_{Y_i|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y_i|X}(y|x')}
= \sum_{i=1}^{m} a_i \sum_{y \in \mathcal{Y}_i} \sum_{x \in \mathcal{X}} P_X(x) P_{Y_i|X}(y|x) \log_2 \frac{P_{Y_i|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y_i|X}(y|x')}
= \sum_{i=1}^{m} a_i I(X; Y_i).
\]

Therefore, the capacity of channel \( Q \) is

\[
C = \max_{P_X} I(X; Y)
= \max_{P_X} \sum_{i=1}^{m} a_i I(X; Y_i)
= \sum_{i=1}^{m} a_i \max_{P_X} I(X; Y_i) \quad (\text{as the same uniform } P_X \text{ maximizes each } I(X; Y_i))
= \sum_{i=1}^{m} a_i C_i.
\]

\[\square\]
Example 4.19 (Capacity of the BEC) The BEC with erasure probability $\alpha$ as given in (4.2.6) is quasi-symmetric (but neither weakly-symmetric nor symmetric). Indeed, its transition matrix $Q$ can be partitioned along its columns into two symmetric (hence weakly-symmetric) sub-matrices

$$Q_1 = \begin{bmatrix} 1 - \alpha & 0 \\ 0 & 1 - \alpha \end{bmatrix}$$

and

$$Q_2 = \begin{bmatrix} \alpha \\ \alpha \end{bmatrix}.$$ 

Thus applying the capacity formula for quasi-symmetric channels of Lemma 4.18 yields that the capacity of the BEC is given by

$$C = a_1 C_1 + a_2 C_2$$

where $a_1 = 1 - \alpha$, $a_2 = \alpha$,

$$C_1 = \log_2(2) - H\left(\frac{1 - \alpha}{1 - \alpha}, \frac{0}{1 - \alpha}\right) = 1 - H(1, 0) = 1 - 0 = 1,$$

and

$$C_2 = \log_2(1) - H\left(\frac{\alpha}{\alpha}\right) = 0 - 0 = 0.$$

Therefore, the BEC capacity is given by

$$C = (1 - \alpha)(1) + (\alpha)(0) = 1 - \alpha. \quad (4.4.7)$$

Example 4.20 (Capacity of the BSEC) Similarly, the BSEC with crossover probability $\varepsilon$ and erasure probability $\alpha$ as described in (4.2.8) is quasi-symmetric; its transition matrix can be partitioned along its columns into two symmetric sub-matrices

$$Q_1 = \begin{bmatrix} 1 - \varepsilon - \alpha & \varepsilon \\ \varepsilon & 1 - \varepsilon - \alpha \end{bmatrix}$$

and

$$Q_2 = \begin{bmatrix} \alpha \\ \alpha \end{bmatrix}.$$ 

Hence by Lemma 4.18, the channel capacity is given by $C = a_1 C_1 + a_2 C_2$ where $a_1 = 1 - \alpha$, $a_2 = \alpha$,

$$C_1 = \log_2(2) - H\left(\frac{1 - \varepsilon - \alpha}{1 - \alpha}, \frac{\varepsilon}{1 - \alpha}\right) = 1 - h_b\left(\frac{1 - \varepsilon - \alpha}{1 - \alpha}\right),$$

and

$$C_2 = \log_2(1) - H\left(\frac{\alpha}{\alpha}\right) = 0.$$
We thus obtain that

\[
C = (1 - \alpha) \left[ 1 - h_b \left( \frac{1 - \varepsilon - \alpha}{1 - \alpha} \right) \right] + (\alpha)(0)
\]

\[
= (1 - \alpha) \left[ 1 - h_b \left( \frac{1 - \varepsilon - \alpha}{1 - \alpha} \right) \right].
\]

(4.4.8)

As already noted, the BSEC is a combination of the BSC with bit error rate \(\varepsilon\) and the BEC with erasure probability \(\alpha\). Indeed, setting \(\alpha = 0\) in (4.4.8) yields that \(C = 1 - h_b(1 - \varepsilon) = 1 - h_b(\varepsilon)\) which is the BSC capacity. Furthermore, setting \(\varepsilon = 0\) results in \(C = 1 - \alpha\), the BEC capacity.

### 4.4.2 Karuch-Kuhn-Tucker condition for channel capacity

When the channel does not satisfy any symmetry property, the following necessary and sufficient Karuch-Kuhn-Tucker (KKT) conditions (e.g., cf. Appendix B.8, [98, pp. 87-91] or [31, 38]) for calculating channel capacity can be quite useful.

**Definition 4.21 (Mutual information for a specific input symbol)** The mutual information for a specific input symbol is defined as:

\[
I(x; Y) \triangleq \sum_{y \in Y} P_{Y|X}(y|x) \log_2 \frac{P_{Y|X}(y|x)}{P_Y(y)}.
\]

From the above definition, the mutual information becomes:

\[
I(X; Y) = \sum_{x \in \mathcal{X}} P_{X}(x) \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) \log_2 \frac{P_{Y|X}(y|x)}{P_Y(y)}
\]

\[
= \sum_{x \in \mathcal{X}} P_{X}(x) I(x; Y).
\]

**Lemma 4.22 (KKT conditions for channel capacity)** For a given DMC, an input distribution \(P_X\) achieves its channel capacity iff there exists a constant \(C\) such that

\[
\begin{cases}
I(x : Y) = C & \forall x \in \mathcal{X} \text{ with } P_X(x) > 0; \\
I(x : Y) \leq C & \forall x \in \mathcal{X} \text{ with } P_X(x) = 0.
\end{cases}
\]

(4.4.9)

Furthermore, the constant \(C\) is the channel capacity (justifying the choice of notation).
Proof: The forward (if) part holds directly; hence, we only prove the converse (only-if) part. Without loss of generality, we assume that $P_X(x) < 1$ for all $x \in \mathcal{X}$, since $P_X(x) = 1$ for some $x$ implies that $I(X;Y) = 0$. The problem of calculating the channel capacity is to maximize

$$I(X;Y) = \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \log_2 \left( \frac{P_{Y|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')} \right), \quad (4.4.10)$$

subject to the condition

$$\sum_{x \in \mathcal{X}} P_X(x) = 1 \quad (4.4.11)$$

for a given channel distribution $P_{Y|X}$. By using the Lagrange multiplier method (e.g., see Appendix B.8 or [31]), maximizing (4.4.10) subject to (4.4.11) is equivalent to maximize:

$$f(P_X) \triangleq \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \log_2 \left( \frac{P_{Y|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')} \right) + \lambda \left( \sum_{x \in \mathcal{X}} P_X(x) - 1 \right).$$

We then take the derivative of the above quantity with respect to $P_X(x'')$, and obtain that\(^{11}\)

$$\frac{\partial f(P_X)}{\partial P_X(x'')} = I(x'';Y) - \log_2(e) + \lambda.$$

\(^{11}\)The details for taking the derivative are as follows:

\[
\frac{\partial}{\partial P_X(x'')} \left\{ \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \log_2 \left( \frac{P_{Y|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')} \right) - \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \log_2 \left( \sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x') \right) + \lambda \left( \sum_{x \in \mathcal{X}} P_X(x) - 1 \right) \right\}
\]

\[
= \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x'') \log_2 P_{Y|X}(y|x'') - \left( \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x'') \log_2 \left( \sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x') \right) \right) + \lambda \left( \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x'') \right)
\]

\[
+ \log_2(e) \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_X(x) P_{Y|X}(y|x) \frac{P_{Y|X}(y|x'')}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')} + \lambda
\]

\[
= I(x'';Y) - \log_2(e) \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x'') \left( \sum_{x \in \mathcal{X}} P_X(x) P_{Y|X}(y|x) \right) \frac{P_{Y|X}(y|x'')}{\sum_{x' \in \mathcal{X}} P_X(x') P_{Y|X}(y|x')} + \lambda
\]

\[
= I(x'';Y) - \log_2(e) \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x'') + \lambda
\]

\[
= I(x'';Y) - \log_2(e) + \lambda.
\]
By Property 2 of Lemma 2.46, \( I(X; Y) = I(P_X, P_{Y|X}) \) is a concave function in \( P_X \) (for a fixed \( P_{Y|X} \)). Therefore, the maximum of \( I(P_X, P_{Y|X}) \) occurs for a zero derivative when \( P_X(x) \) does not lie on the boundary, namely \( 1 > P_X(x) > 0 \). For those \( P_X(x) \) lying on the boundary, i.e., \( P_X(x) = 0 \), the maximum occurs iff a displacement from the boundary to the interior decreases the quantity, which implies a non-positive derivative, namely

\[
I(x; Y) \leq -\lambda + \log_2(e), \quad \text{for those } x \text{ with } P_X(x) = 0.
\]

To summarize, if an input distribution \( P_X \) achieves the channel capacity, then

\[
\begin{cases}
I(x''; Y) = -\lambda + \log_2(e), & \text{for } P_X(x'') > 0; \\
I(x''; Y) \leq -\lambda + \log_2(e), & \text{for } P_X(x'') = 0.
\end{cases}
\]

for some \( \lambda \). With the above result, setting \( C = -\lambda + 1 \) yields (4.4.9). Finally, multiplying both sides of each equation in (4.4.9) by \( P_X(x) \) and summing over \( x \) yields that \( \max_{P_X} I(X; Y) \) on the left and the constant \( C \) on the right, thus proving that the constant \( C \) is indeed the channel’s capacity.

**Example 4.23 (Quasi-symmetric channels)** For a quasi-symmetric channel, one can directly verify that the uniform input distribution satisfies the KKT conditions of Lemma 4.22 and yields that the channel capacity is given by (4.4.6); this is left as an exercise. As we already saw, the BSC, the \( q \)-ary symmetric channel, the BEC and the BSEC are all quasi-symmetric.

**Example 4.24** Consider a DMC with a ternary input alphabet \( \mathcal{X} = \{0, 1, 2\} \), binary output alphabet \( \mathcal{Y} = \{0, 1\} \) and the following transition matrix

\[
Q = \begin{bmatrix}
1 & 0 \\
\frac{1}{2} & \frac{1}{2} \\
0 & 1
\end{bmatrix}.
\]

This channel is not quasi-symmetric. However, one may guess that the capacity of this channel is achieved by the input distribution \((P_X(0), P_X(1), P_X(2)) = \left( \frac{1}{2}, 0, \frac{1}{2} \right)\) since the input \( x = 1 \) has an equal conditional probability of being received as 0 or 1 at the output. Under this input distribution, we obtain that \( I(x = 0; Y) = I(x = 2; Y) = 1 \) and that \( I(x = 1; Y) = 0 \). Thus the KKT conditions of (4.4.9) are satisfied; hence confirming that the above input distribution achieves channel capacity and that channel capacity is equal to 1 bit.

**Observation 4.25 (Capacity achieved by a uniform input distribution)**

We close this section by noting that there is a class of DMCs that is larger than that of quasi-symmetric channels for which the uniform input distribution
achieves capacity. It concerns the class of so-called “T-symmetric” channels [233, Section V, Definition 1] for which

$$T(x) \triangleq I(x; Y) - \log_2 |\mathcal{X}| = \sum_{y \in Y} P_{Y|X}(y|x) \log_2 \frac{P_{Y|X}(y|x)}{\sum_{x' \in \mathcal{X}} P_{Y|X}(y|x')}$$

is a constant function of $x$ (i.e., independent of $x$), where $I(x; Y)$ is the mutual information for input $x$ under a uniform input distribution. Indeed the $T$-symmetry condition is equivalent to the property of having the uniform input distribution achieve capacity. This directly follows from the KKT conditions of Lemma 4.22. An example of a $T$-symmetric channel that is not quasi-symmetric is the binary-input ternary-output channel with the following transition matrix

$$Q = \begin{bmatrix} 1 & \frac{1}{3} & \frac{1}{3} \\ \frac{1}{6} & \frac{1}{3} & \frac{1}{3} \\ \frac{1}{6} & \frac{1}{3} & \frac{1}{3} \end{bmatrix}.$$ 

Hence its capacity is achieved by the uniform input distribution. See [233, Figure 2] for (infinitely-many) other examples of $T$-symmetric channels. However, unlike quasi-symmetric channels, $T$-symmetric channels do not admit in general a simple closed-form expression for their capacity (such as the one given in (4.4.6)).

### 4.5 Lossless joint source-channel coding and Shannon’s separation principle

We next establish Shannon’s lossless joint source-channel coding theorem\(^\text{12}\) which provides explicit (and directly verifiable) conditions for any communication system in terms of its source and channel information-theoretic quantities under which the source can be reliably transmitted (i.e., with asymptotically vanishing error probability). More specifically, this theorem consists of two parts: (i) a forward part which reveals that if the minimal achievable compression (or source coding) rate of a source is strictly smaller than the capacity of a channel, then the source can be reliably sent over the channel via rate-one source-channel block codes; (ii) a converse part which states that if the source’s minimal achievable compression rate is strictly larger than the channel capacity, then the source cannot be reliably sent over the channel via rate-one source-channel block codes. The theorem (under minor modifications) has also a more general version in terms of reliable transmissibility of the source over the channel via source-channel block codes of arbitrary rate (not necessarily equal to one).

\(^{12}\)This theorem is sometimes referred to as the lossless information transmission theorem.
This key theorem is usually referred to as Shannon’s source-channel separation theorem or principle; this renaming is explained in the following. First, the theorem’s necessary and sufficient conditions for reliable transmissibility are a function of entirely “separable” or “disentangled” information quantities, the source’s minimal compression rate and the channel’s capacity with no quantities that depends on both the source and the channel; this can be seen as a “functional separation” property or condition. Second, the proof of the forward part, which (as we will see) consists of properly combining Shannon’s source coding (Theorems 3.5 or 3.14) and channel coding (Theorem 4.10) theorems, shows that reliable transmissibility can be realized by separating (or decomposing) the source-channel coding function into two distinct and independently conceived source and channel coding operations applied in tandem, where the source code depends only on the source statistics and, similarly, the channel code is a sole function of the channel statistics. In other words, we have “operational separation” in that a separate (tandem or two-stage) source and channel coding scheme as depicted in Figure 4.6 is as good (in terms of asymptotic reliable transmissibility) as the more general joint source-channel coding scheme shown in Figure 4.7 in which the coding operation can include a combined (one-stage) code designed with respect to both the source and the channel or jointly coordinated source and channel codes. Now, gathering the above two facts with the theorem’s converse part – with the exception of the unresolved case where the source’s minimal achievable compression rate is exactly equal to the channel capacity – implies that either reliable transmissibility of the source over the channel is achievable via separate source and channel coding (under the transmissibility condition) or it is not at all achievable, hence justifying calling the theorem by the separation principle.

We will prove the theorem by assuming that the source is stationary ergodic\(^{13}\) in the forward part and just stationary in the converse part and that the channel is a DMC; note that the theorem can be extended to more general sources and channels with memory (see [67, 281, 51]).

![Figure 4.6: A separate (tandem) source-channel coding scheme.](image)

**Definition 4.26 (Source-channel block code)** Given a discrete source \(\{V_i\}_{i=1}^{\infty}\) with finite alphabet \(V\) and a discrete channel \(\{P_{Y^n|X^n}\}_{n=1}^{\infty}\) with finite input

\(^{13}\)The minimal achievable compression rate of such sources is given by the entropy rate, see Theorem 3.14.
and output alphabets $\mathcal{X}$ and $\mathcal{Y}$, respectively, an $m$-to-$n$ source-channel block code $\mathcal{E}_{m,n}$ with rate $\frac{m}{n}$ source symbol/channel symbol is a pair of mappings $(f^{(sc)}, g^{(sc)})$, where

$$f^{(sc)}: \mathcal{V}^m \rightarrow \mathcal{X}^n$$

and

$$g^{(sc)}: \mathcal{Y}^n \rightarrow \mathcal{V}^m.$$  

The code’s operation is illustrated in Figure 4.8. The source $m$-tuple $V^m$ is encoded via the source-channel encoding function $f^{(sc)}$, yielding the codeword $X^n = f^{(sc)}(V^m)$ as the channel input. The channel output $Y^n$, which is dependent on $V^m$ only via $X^n$ (i.e., we have the Markov chain $V^m \rightarrow X^n \rightarrow Y^n$), is decoded via $g^{(sc)}$ to obtain the source tuple estimate $\hat{V}^m = g^{(sc)}(Y^n)$.

An error is made by the decoder if $V^m \neq \hat{V}^m$, and the code’s error probability is given by

$$P_e(\mathcal{E}_{m,n}) \triangleq \Pr[V^m \neq \hat{V}^m] = \sum_{v^m \in \mathcal{V}^m} \sum_{y^n \in \mathcal{Y}^n: g^{(sc)}(y^n) \neq v^m} P_{V^m}(v^m) P_{Y^n|X^n}(y^n|f^{(sc)}(v^m))$$

where $P_{V^m}$ and $P_{Y^n|X^n}$ are the source and channel distributions, respectively.

We next prove Shannon’s lossless joint source-channel coding theorem when source $m$-tuples are transmitted via $m$-tuple codewords or $m$ uses of the channel

---

14Note that $n = n_m$; that is the channel blocklength $n$ is in general a function of the source blocklength $m$. Similarly, $f^{(sc)} = f^{(sc)}_m$ and $g^{(sc)} = g^{(sc)}_m$; i.e., the encoding and decoding functions are implicitly dependent on $m$.  

---
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(i.e., when \( n = m \) or for rate-one source-channel block codes). The source is assumed to have memory (as indicated below), while the channel is memoryless.

**Theorem 4.27 (Lossless joint source-channel coding theorem for rate-one block codes)** Consider a discrete source \( \{V_i\}_{i=1}^{\infty} \) with finite alphabet \( \mathcal{V} \) and entropy rate\(^{15} \) \( H(\mathcal{V}) \) and a DMC with input alphabet \( \mathcal{X} \), output alphabet \( \mathcal{Y} \) and capacity \( C \), where both \( H(\mathcal{V}) \) and \( C \) are measured in the same units (i.e., they both use the same base of the logarithm). Then the following hold:

- **Forward part ( achievability):** For any \( 0 < \epsilon < 1 \) and given that the source is stationary ergodic, if
  \[
  H(\mathcal{V}) < C,
  \]
  then there exists a sequence of rate-one source-channel codes \( \{\mathcal{C}_{m,m}\}_{m=1}^{\infty} \) such that
  \[
  P_e(\mathcal{C}_{m,m}) < \epsilon \quad \text{for sufficiently large } m,
  \]
  where \( P_e(\mathcal{C}_{m,m}) \) is the error probability of the source-channel code \( \mathcal{C}_{m,m} \).

- **Converse part:** For any \( 0 < \epsilon < 1 \) and given that the source is stationary, if
  \[
  H(\mathcal{V}) > C,
  \]
  then any sequence of rate-one source-channel codes \( \{\mathcal{C}_{m,m}\}_{m=1}^{\infty} \) satisfies
  \[
  P_e(\mathcal{C}_{m,m}) > (1 - \epsilon)\mu \quad \text{for sufficiently large } m, \quad (4.5.1)
  \]
  where \( \mu = H_D(\mathcal{V}) - C_D \) with \( D = |\mathcal{V}| \), and \( H_D(\mathcal{V}) \) and \( C_D \) are entropy rate and channel capacity measured in \( D \)-ary digits, i.e., the codes’ error probability is bounded away from zero and it is not possible to transmit the source over the channel via rate-one source-channel block codes with arbitrarily low error probability.\(^{16} \)

**Proof of the forward part:** Without loss of generality, we assume throughout this proof that both the source entropy rate \( H(\mathcal{V}) \) and the channel capacity \( C \) are measured in nats (i.e., they are both expressed using the natural logarithm).

We will show the existence of the desired rate-one source-channel codes \( \mathcal{C}_{m,m} \) via a separate (tandem or two-stage) source and channel coding scheme as the one depicted in Figure 4.6.

\(^{15}\)We assume the source entropy rate exists as specified below.

\(^{16}\)Note that (4.5.1) actually implies that \( \liminf_{m \to \infty} P_e(\mathcal{C}_{m,m}) \geq \lim_{\epsilon \to 0} (1 - \epsilon)\mu = \mu \), where the error probability lower bound has nothing to do with \( \epsilon \). Here we state the converse of Theorem 4.27 in a form in parallel to the converse statements in Theorems 3.5, 3.14 and 4.10.
Let $\gamma \triangleq C - H(\mathcal{V}) > 0$. Now, given any $0 < \epsilon < 1$, by the lossless source-coding theorem for stationary ergodic sources (Theorem 3.14), there exists a sequence of source codes of blocklength $m$ and size $M_m$ with encoder

$$f_s : \mathcal{Y}^m \rightarrow \{1, 2, \ldots, M_m\}$$

and decoder

$$g_s : \{1, 2, \ldots, M_m\} \rightarrow \mathcal{Y}^m$$

such that

$$\frac{1}{m} \log M_m < H(\mathcal{V}) + \gamma/2 \quad (4.5.2)$$

and

$$\Pr[g_s(f_s(V^m)) \neq V^m] < \epsilon/2$$

for $m$ sufficiently large.$^{17}$

Furthermore, by the channel coding theorem under the maximal probability of error criterion (see Observation 4.6 and Theorem 4.10), there exists a sequence of channel codes of blocklength $m$ and size $\bar{M}_m$ with encoder

$$f_c : \{1, 2, \ldots, \bar{M}_m\} \rightarrow \mathcal{X}^m$$

and decoder

$$g_c : \mathcal{Y}^m \rightarrow \{1, 2, \ldots, \bar{M}_m\}$$

such that

$$\frac{1}{m} \log \bar{M}_m > C - \gamma/2 \quad ( = H(\mathcal{V}) + \gamma/2 > \frac{1}{m} \log M_m) \quad (4.5.5)$$

$^{17}$Theorem 3.14 indicates that for any $0 < \epsilon' \triangleq \min\{\epsilon/2, \gamma/(2 \log(2))\} < 1$, there exists $\delta$ with $0 < \delta < \epsilon'$ and a sequence of binary block codes $\{\mathcal{C}_m = (m, M_m)\}_{m=1}^{\infty}$ with

$$\limsup_{m \to \infty} \frac{1}{m} \log_2 M_m < H_2(\mathcal{V}) + \delta, \quad (4.5.3)$$

and probability of decoding error satisfying $P_e(\mathcal{C}_m) < \epsilon' (\leq \epsilon/2)$ for sufficiently large $m$, where $H_2(\mathcal{V})$ is the entropy rate measured in bits. Here (4.5.3) implies that $\frac{1}{m} \log_2 M_m < H_2(\mathcal{V}) + \delta$ for sufficiently large $m$. Hence,

$$\frac{1}{m} \log M_m < H(\mathcal{V}) + \delta \log(2) < H(\mathcal{V}) + \epsilon' \log(2) \leq H(\mathcal{V}) + \gamma/2$$

for sufficiently large $m$.

$^{18}$Theorem 4.10 and its proof of forward part indicate that for any $0 < \epsilon' \triangleq \min\{\epsilon/4, \gamma/(4 \log(2))\} < 1$, there exist $0 < \gamma' < \min\{4\epsilon', C_2\} = \min\{\epsilon, \gamma/(4 \log(2)), C_2\}$ and a sequence of data transmission block codes $\{\mathcal{C}_m = (m, \bar{M}_m)\}_{m=1}^{\infty}$ satisfying

$$C_2 - \gamma' < \frac{1}{m} \log_2 \bar{M}_m \leq C_2 - \frac{\gamma'}{2} \quad (4.5.4)$$

and

$$P_e(\mathcal{C}_m) < \epsilon' \quad \text{for sufficiently large } m,$$
and
\[
\lambda \triangleq \max_{w \in \{1, \ldots, M_m\}} \Pr[g_c(Y^m) \neq w | X^m = f_c(w)] < \epsilon/2
\]
for \(m\) sufficiently large.

Now we form our source-channel code by concatenating in tandem the above source and channel codes. Specifically, the \(m\)-to-\(m\) source-channel code \(E_{m,m}\) has the following encoder-decoder pair \((f^{(sc)}, g^{(sc)})\):
\[
f^{(sc)} : \mathcal{Y}^m \to \mathcal{X}^m \quad \text{with} \quad f^{(sc)}(v^m) = f_s(f_s(v^m)) \quad \forall v^m \in \mathcal{Y}^m
\]
and
\[
g^{(sc)} : \mathcal{Y}^m \to \mathcal{V}^m
\]
with
\[
g^{(sc)}(y^m) = \begin{cases} g_s(g_c(y^m)), & \text{if } g_c(y^m) \in \{1, 2, \ldots, M_m\} \\ \text{arbitrary, otherwise} \end{cases} \quad \forall y^m \in \mathcal{Y}^m.
\]

The above construction is possible since \(\{1, 2, \ldots, M_m\}\) is a subset of \(\{1, 2, \ldots, M_m\}\). The source-channel code’s error probability can be analyzed by considering the cases of whether or not a channel decoding error occurs as follows:
\[
P_e(E_{m,m}) = \Pr[g^{(sc)}(Y^m) \neq V^m] \\
= \Pr[g^{(sc)}(Y^m) \neq V^m \land g_c(Y^m) = f_s(V^m)] \\
+ \Pr[g^{(sc)}(Y^m) \neq V^m \land g_c(Y^m) \neq f_s(V^m)] \\
= \Pr[g_s(g_c(Y^m)) \neq V^m \land g_c(Y^m) = f_s(V^m)] \\
+ \Pr[g^{(sc)}(Y^m) \neq V^m \land g_c(Y^m) \neq f_s(V^m)] \\
\leq \Pr[g_s(f_s(V^m)) \neq V^m] + \Pr[g_c(Y^m) \neq f_s(V^m)] \\
= \Pr[g_s(f_s(V^m)) \neq V^m] \\
+ \sum_{w \in \{1, 2, \ldots, M_m\}} \Pr[f_s(V^m) = w] \Pr[g_c(Y^m) \neq w | f_s(V^m) = w] \\
= \Pr[g_s(f_s(V^m)) \neq V^m]
\]
provided that \(C_2 > 0\), where \(C_2\) is the channel capacity measured in bits.

Observation 4.6 indicates that by throwing away from \(E_{m}\), half of its codewords with largest conditional probability of error, a new code \(E_{m} = (m, M_m) = (m, M_m'/2)\) is obtained, which satisfies \(\lambda(E_{m}) \leq 2P_e(E_{m}') < 2\epsilon' \leq \epsilon/2\).

(4.5.4) then implies that for \(m > 1/\gamma'\) sufficiently large,
\[
\frac{1}{m} \log M_m = \frac{1}{m} \log M_m' - \frac{1}{m} \log(2) > C - \gamma' \log(2) - \frac{1}{m} \log(2) > C - 2\gamma' \log(2) > C - \gamma/2.
\]
\[
+ \sum_{w \in \{1,2,\ldots,M_m\}} \Pr[X^m = f_c(w)] \Pr[g_c(Y^m) \neq w|X^m = f_c(w)] \\
\leq \Pr[g_s(f_s(V^m)) \neq V^m] + \lambda \\
< \epsilon/2 + \epsilon/2 = \epsilon
\]

for \( m \) sufficiently large. Thus the source can be reliably sent over the channel
via rate-one block source-channel codes as long as \( H(\mathcal{V}) < C \).

**Proof of the converse part:** For simplicity, we assume in this proof that \( H(\mathcal{V}) \)
and \( C \) are measured in bits.

For any \( m \)-to-\( m \) source-channel code \( \mathcal{C}_{m,m} \), we can write

\[
H(\mathcal{V}) \leq \frac{1}{m} H(V^m) \\
= \frac{1}{m} H(V^m|\hat{V}^m) + \frac{1}{m} I(V^m;\hat{V}^m) \\
\leq \frac{1}{m} [P_e(\mathcal{C}_{m,m}) \log_2(|\mathcal{V}|^m) + 1] + \frac{1}{m} I(V^m;\hat{V}^m) \\
\leq P_e(\mathcal{C}_{m,m}) \log_2 |\mathcal{V}| + \frac{1}{m} + \frac{1}{m} I(X^m;Y^m) \\
\leq P_e(\mathcal{C}_{m,m}) \log_2 |\mathcal{V}| + \frac{1}{m} + C
\]

where

- (4.5.6) is due to the fact that \((1/m)H(V^m)\) is non-increasing in \( m \) and
  converges to \( H(\mathcal{V}) \) as \( m \to \infty \) since the source is stationary (see Observation 3.11),
- (4.5.7) follows from Fano’s inequality,
  \[
  H(V^m|\hat{V}^m) \leq P_e(\mathcal{C}_{m,m}) \log_2(|\mathcal{V}|^m) + h_b(P_e(\mathcal{C}_{m,m})) \leq P_e(\mathcal{C}_{m,m}) \log_2(|\mathcal{V}|^m) + 1,
  \]
- (4.5.8) is due to the data processing inequality since \( V^m \to X^m \to Y^m \to \hat{V}^m \)
  form a Markov chain,
- and (4.5.9) holds by (4.3.8) since the channel is a DMC.

Note that in the above derivation, the information measures are all measured in bits. This implies that for \( m \geq \log_D(2)/(\varepsilon \mu) \),

\[
P_e(\mathcal{C}_{m,m}) \geq \frac{H(\mathcal{V}) - C}{\log_2(|\mathcal{V}|)} - \frac{1}{m \log_2(|\mathcal{V}|)} = H_D(\mathcal{V}) - C_D - \frac{\log_D(2)}{m} \geq (1 - \varepsilon)\mu.
\]

\( \square \)
Observation 4.28 We make the following remarks regarding the above joint source-channel coding theorem:

- In general, it is not known whether the source can be (asymptotically) reliably transmitted over the DMC when
  \[ H(V) = C \]
even if the source is a DMS. This is because separate source and channel coding is used to prove the forward part of the theorem and the facts that the source coding rate approaches the source entropy rate from above (cf. (4.5.2)) while the channel coding rate approaches channel capacity from below (cf. (4.5.5)).

- The above theorem directly holds for DMSs since any DMS is stationary and ergodic.

- We can expand the forward part of the theorem above by replacing the requirement that the source be stationary ergodic with the more general condition that the source be \textit{information stable}.\footnote{See [67, 217, 281, 51] for a definition of information stable sources, whose property is slightly more general than the Generalized AEP property given in Theorem 3.13.} Note that time-invariant irreducible Markov sources (that are not necessarily stationary) are information stable.

The above lossless joint source-channel coding theorem can be readily generalized for \( m \)-to-\( n \) source-channel codes – i.e., codes with rate not necessarily equal to one – as follows (its proof, which is similar to the previous theorem, is left as an exercise).

\textbf{Theorem 4.29 (Lossless joint source-channel coding theorem for general rate block codes)} Consider a discrete source \( \{V_i\}_{i=1}^\infty \) with finite alphabet \( V \) and entropy rate \( H(V) \) and a DMC with input alphabet \( X \), output alphabet \( Y \) and capacity \( C \), where both \( H(V) \) and \( C \) are measured in the same units. Then the following hold:

- \textit{Forward part (achievability):} For any \( 0 < \epsilon < 1 \) and given that the source is stationary ergodic, there exists a sequence of \( m \)-to-\( n_m \) source-channel codes \( \{\mathcal{C}_{m,n_m}\}_{m=1}^\infty \) such that
  \[ P_e(\mathcal{C}_{m,n_m}) < \epsilon \]
  for sufficiently large \( m \)
  if
  \[ \limsup_{m \to \infty} \frac{m}{n_m} < \frac{C}{H(V)}. \]
• **Converse part:** For any $0 < \epsilon < 1$ and given that the source is stationary, any sequence of $m$-to-$n_m$ source-channel codes $\{C_{m,n_m}\}_{m=1}^{\infty}$ with

$$\liminf_{m \to \infty} \frac{m}{n_m} > \frac{C}{H(V)},$$

satisfies

$$P_e(C_{m,n_m}) > (1 - \epsilon)\mu$$

for sufficiently large $m$, for some positive constant $\mu$ that depends on $\liminf_{m \to \infty}(m/n_m)$, $H(V)$ and $C$, i.e., the codes' error probability is bounded away from zero and it is not possible to transmit the source over the channel via $m$-to-$n_m$ source-channel block codes with arbitrarily low error probability.

**Discussion: separate vs joint source-channel coding**

Shannon’s separation principle has provided the linchpin for most modern communication systems where source coding and channel coding schemes are separately constructed (with the source (resp., channel) code designed by only taking into account the source (resp., channel) characteristics) and applied in tandem without the risk of sacrificing optimality in terms of reliable transmissibility under unlimited coding delay and complexity. This result is the raison d’être for separately studying the practices of source coding or data compression (e.g., see [27, 105, 118, 207, 239, 240]) and channel coding (e.g., see [187, 292, 155, 182, 235]). Furthermore, by disentangling the source and channel coding operations, separate coding offers appealing properties such as system modularity and flexibility. For example, if one needs to send different sources over the same channel, using the separate coding approach, one only needs to modify the source code while keeping the channel code unchanged (analogously, if a single source is to be communicated over different channels, one only has to adapt the channel code).

However, in practical implementations, there is a price to pay in delay and complexity for extremely long coding blocklengths (particularly when delay and complexity constraints are quite stringent such as in wireless communications systems). To begin, note that joint source-channel coding might be expected to offer improvements for the combination of a source with significant redundancy and a channel with significant noise, since, for such a system, separate coding would involve source coding to remove redundancy followed by channel coding to insert redundancy. It is a natural conjecture that this is not the most efficient approach even if the blocklength is allowed to grow without bound. Indeed, Shannon [246] made this point as follows:
However, any redundancy in the source will usually help if it is utilized at the receiving point. In particular, if the source already has a certain redundancy and no attempt is made to eliminate it in matching to the channel, this redundancy will help combat noise. For example, in a noiseless telegraph channel one could save about 50% in time by proper encoding of the messages. This is not done and most of the redundancy of English remains in the channel symbols. This has the advantage, however, of allowing considerable noise in the channel. A sizable fraction of the letters can be received incorrectly and still reconstructed by the context. In fact this is probably not a bad approximation to the ideal in many cases.

We make the following observations regarding the merits of joint versus separate source-channel coding:

- Under finite coding blocklengths and/or complexity, many studies have demonstrated that joint source-channel coding can provide better performance than separate coding (e.g., see [8, 9, 181, 308, 150, 24, 70, 90, 294] and the references therein).

- Even in the infinite blocklength regime where separate coding is optimal in terms of reliable transmissibility, it can be shown that for a large class of systems, joint source-channel coding can achieve an error exponent\(^{20}\) that is as large as double the error exponent resulting from separate coding [303, 304, 305]. This indicates that one can realize via joint source-channel coding the same performance as separate coding, while reducing the coding delay by half (this result translates into notable power savings of more than 2 dB when sending binary sources over channels with Gaussian noise, failing an output quantization [303]). These findings provide an information theoretic rationale for adopting joint source-channel coding over separate coding.

- Finally it is important to point out that, with the exception of certain network topologies [306, 132, 273] where separation is optimal, the separation

\(^{20}\)The error exponent or reliability function of a coding system is the largest rate of exponential decay of its decoding error probability as the coding blocklength grows without bound [98, 152, 61, 35]. Roughly speaking, the error exponent is a number \(E\) with the property that the decoding error probability of a good code is approximately \(e^{-nE}\) for large coding blocklength \(n\). In addition to revealing the fundamental tradeoff between the error probability of optimal codes and their blocklength for a given coding rate and providing insight on the behavior of optimal codes, such a function provides a powerful tool for proving the achievability part of coding theorems (e.g., [98]), for comparing the performance of competing coding schemes (e.g., weighing joint against separate coding [303]) and for communications system design [146].
Theorem does not in general hold for multi-user (multi-terminal) systems (cf., [56, 133, 57, 75]), and thus, in such systems, it is more beneficial to perform joint source-channel coding.

The study of joint source-channel coding dates back to as early as the 1960's. Over the years, many works have introduced joint source-channel coding techniques and illustrated (analytically or numerically) their benefits (in terms of both performance improvement and increased robustness to variations in channel noise) over separate coding for given source and channel conditions and fixed complexity and/or delay constraints. In joint source-channel coding systems, the designs of the source and channel codes are either well coordinated or combined into a single step. Examples of (both constructive and theoretical) previous lossless and lossy joint source-channel coding investigations for single-user\footnote{We underscore that, even though not listed here, the literature on joint source-channel coding for multi-user systems is also quite extensive and ongoing.} systems include the following.

(a) **Fundamental limits**: joint source-channel coding theorems and the separation principle [67, 98, 140, 121, 73, 281, 16, 51, 195, 22, 131, 193, 262, 123, 286, 170, 269, 274, 253], and joint source-channel coding exponents [98, 58, 59, 303, 304, 305, 47, 163, 46].

(b) **Channel-optimized source codes** (i.e., source codes that are robust against channel noise) [85, 175, 106, 174, 20, 80, 300, 81, 270, 279, 208, 194, 267, 161, 210, 10, 126, 255, 94, 256, 257, 211, 181, 176, 21, 79, 115, 26, 89, 72].

(c) **Source-optimized channel codes** (i.e., channel codes that exploit the source’s redundancy) [190, 241, 128, 9, 172, 14, 148, 41, 102, 86, 82, 308, 309, 245, 70, 64, 90, 66, 294], uncoded source-channel matching with joint decoding [169, 65, 209, 8, 244, 103, 264, 291, 204, 243] and source-matched channel signaling [77, 168, 266, 198].

(d) **Jointly coordinated source and channel codes** [197, 141, 113, 206, 192, 110, 95, 127, 87, 125, 203, 136, 151, 137, 159, 177, 130, 205, 111, 142, 71, 202, 298, 271, 299, 242, 40, 289].

(e) **Hybrid digital-analog source-channel coding and analog mapping** [247, 171, 109, 310, 178, 179, 93, 244, 48, 54, 258, 196, 228, 278, 259, 234, 43, 272, 138, 288, 290, 293, 101, 162, 145, 265, 39, 78, 53, 237, 5, 164].

The above references while numerous are not exhaustive as the field of joint source-channel coding has been quite active, particularly over the last decades.
Problems

1. Prove the Shannon-McMillan theorem for pairs (Theorem 4.9).

2. The proof of Shannon’s channel coding theorem is based on the random coding technique. What is the codeword selecting distribution of the random codebook? What is the decoding rule in the proof?

3. Show that processing the output of a DMC (via a given function) does not strictly increase its capacity.

4. Consider the system shown in the block diagram below. Can the channel capacity between channel input $X$ and channel output $Z$ be strictly larger than the channel capacity between channel input $X$ and channel output $Y$? Which lemma or theorem is your answer based on?

5. Consider a DMC with input $X$ and output $Y$. Assume that the input alphabet is $\mathcal{X} = \{1, 2\}$, the output alphabet is $\mathcal{Y} = \{0, 1, 2, 3\}$, and the transition probability is given by

\[
P_{Y|X}(y|x) = \begin{cases} 
1 - 2\epsilon, & \text{if } x = y; \\
\epsilon, & \text{if } |x - y| = 1; \\
0, & \text{otherwise},
\end{cases}
\]

where $0 < \epsilon < 1/2$.

(a) Determine the channel probability transition matrix $Q \triangleq [P_{Y|X}(y, x)]$.
(b) Compute the capacity of this channel. What is the maximizing input distribution that achieves capacity?

6. Additive noise channel [57]: Find the channel capacity of the DMC modeled as $Y = X + Z$, where $P_Z(0) = P_Z(a) = 1/2$. The alphabet for channel input $X$ is $\mathcal{X} = \{0, 1\}$. Assume that $Z$ is independent of $X$. Discuss the dependence of the channel capacity on the value of $a$.

7. The $Z$-channel: Find the capacity of DMC called the $Z$-channel and described by the following transition diagram (where $0 \leq \beta \leq 1/2$).
8. **Functional representation of the Z-channel:** Consider the DMC of Problem 4.7 above.

(a) Give a functional representation of the channel by explicitly expressing, at any time instant $i$, the channel output $Y_i$ in terms of the input $X_i$ and a binary noise random variable $Z_i$, which is independent of the input and is generated from a memoryless process $\{Z_i\}$ with $\Pr[Z_i = 0] = \beta$.

(b) Show that the channel’s input-output mutual information satisfies

$$I(X;Y) \geq H(Y) - H(Z).$$

(c) Show that the capacity of the Z-channel is no smaller than that of a BSC with crossover probability $1 - \beta$ (i.e., a binary modulo-2 additive noise channel with $\{Z_i\}$ as its noise process):

$$C \geq 1 - h_b(\beta)$$

where $h_b(\cdot)$ is the binary entropy function.

9. A DMC has identical input and output alphabets given by $\{0, 1, 2, 3, 4\}$. Let $X$ be the channel input, and $Y$ be the channel output. Suppose that

$$P_{Y|X}(i|i) = \frac{1}{2} \quad \forall \ i \in \{0, 1, 2, 3, 4\}.$$

(a) Find the channel transition matrix that maximizes $H(Y|X)$.

(b) Using the channel transition matrix obtained in (a), evaluate the channel capacity.

10. **Binary channel:** Consider a binary memoryless channel with the following probability transition matrix:

$$Q = \begin{bmatrix} 1 - \alpha & \alpha \\ \beta & 1 - \beta \end{bmatrix},$$

where $\alpha > 0$, $\beta > 0$ and $\alpha + \beta < 1$.

(a) Determine the capacity $C$ of this channel in terms of $\alpha$ and $\beta$. 
(b) What does the expression of $C$ reduce to if $\alpha = \beta$?

11. Find the capacity of the asymmetric binary channel with errors and erasures described in (4.2.10). Verify that the channel capacity reduces to that of the BSEC when setting $\epsilon' = \epsilon$ and $\alpha' = \alpha$.

12. Find the capacity of the binary-input quaternary-output DMC given in (4.4.2). For what values of $\varepsilon$ is capacity maximized, and for what values of $\varepsilon$ is capacity minimized?

13. Non-binary erasure channel: Find the capacity of the $q$-ary erasure channel described in (4.2.12) and compare the result with the capacity of the BEC.

14. Product of two channels [248]: Consider two DMCs

$$(\mathcal{X}_1, P_{Y_1|X_1}, \mathcal{Y}_1) \quad \text{and} \quad (\mathcal{X}_2, P_{Y_2|X_2}, \mathcal{Y}_2)$$

with capacity $C_1$ and $C_2$ respectively. A new channel $(\mathcal{X}_1 \times \mathcal{X}_2, P_{Y_1 \times Y_2} | X_1 \times X_2, \mathcal{Y}_1 \times \mathcal{Y}_2)$ is formed in which $x_1 \in \mathcal{X}_1$ and $x_2 \in \mathcal{X}_2$ are simultaneously sent, resulting in $Y_1, Y_2$. Find the capacity of this channel.

15. The sum channel [248]:

(a) Let $(\mathcal{X}_1, P_{Y_1|X_1}, \mathcal{Y}_1)$ be a DMC with finite input alphabet $\mathcal{X}_1$, finite output alphabet $\mathcal{Y}_1$, transition distribution $P_{Y_1|X_1}(y|x)$ and capacity $C_1$. Similarly, let $(\mathcal{X}_2, P_{Y_2|X_2}, \mathcal{Y}_2)$ be another DMC with capacity $C_2$. Assume that $\mathcal{X}_1 \cap \mathcal{X}_2 = \emptyset$ and that $\mathcal{Y}_1 \cap \mathcal{Y}_2 = \emptyset$.

Now let $(\mathcal{X}, P_{Y|X}, \mathcal{Y})$ be the sum of these two channels where $\mathcal{X} = \mathcal{X}_1 \cup \mathcal{X}_2$, $\mathcal{Y} = \mathcal{Y}_1 \cup \mathcal{Y}_2$ and

$$P_{Y|X}(y|x) = \begin{cases} P_{Y_1|X_1}(y|x) & \text{if } x \in \mathcal{X}_1, y \in \mathcal{Y}_1 \\ P_{Y_2|X_2}(y|x) & \text{if } x \in \mathcal{X}_2, y \in \mathcal{Y}_2 \\ 0 & \text{otherwise.} \end{cases}$$

Show that the capacity of the sum channel is given by

$$C_{\text{sum}} = \log_2 (2^{C_1} + 2^{C_2}) \quad \text{bits/channel use.}$$

*Hint:* Introduce a Bernoulli random variable $Z$ with $\Pr[Z = 1] = \alpha$ such that $Z = 1$ if $X \in \mathcal{X}_1$ (when the first channel is used), and $Z = 2$ if $X \in \mathcal{X}_2$ (when the second channel is used). Then show that

$$I(X; Y) = I(X, Z; Y)$$

$$= h_b(\alpha) + \alpha I(X_1; Y_1) + (1 - \alpha)I(X_2; Y_2),$$

where $h_b(\cdot)$ is the binary entropy function, and $I(X_i; Y_i)$ is the mutual information for channel $P_{Y_i|X_i}(y|x)$, $i = 1, 2$. Then maximize (jointly) over the input distribution and $\alpha$.  
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(b) Compute $C_{sum}$ above if the first channel is a BSC with crossover probability 0.11, and the second channel is a BEC with erasure probability 0.5.

16. Prove that the quasi-symmetric channel satisfies the KKT conditions of Lemma 4.22 and yields the channel capacity given by (4.4.6).

17. Let the channel transition probability $P_{Y|X}$ of a DMC be defined as the following figure, where $0 < \epsilon < 0.5$.

\[
\begin{array}{cccc}
0 & 1 - \epsilon & \epsilon & 0 \\
\epsilon & 1 & \epsilon & 1 - \epsilon \\
1 - \epsilon & 0 & \epsilon & 2 \\
1 - \epsilon & 0 & \epsilon & 3 \\
\end{array}
\]

(a) Is the channel \textit{weakly symmetric}? Is the channel \textit{symmetric}?

(b) Determine the channel capacity of this channel. Also, indicate the input distribution that achieves the channel capacity.

18. Let the relation between the channel input $\{X_n\}_{n=1}^{\infty}$ and channel output $\{Y_n\}_{n=1}^{\infty}$ be given by

\[Y_n = (\alpha_n \times X_n) \oplus N_n \text{ for each } n,\]

where $\alpha_n$, $X_n$, $Y_n$ and $N_n$ all take values from $\{0, 1\}$, and “$\oplus$” represents the modulo-2 addition operation. Assume that the attenuation $\{\alpha_n\}_{n=1}^{\infty}$, channel input $\{X_n\}_{n=1}^{\infty}$ and noise $\{N_n\}_{n=1}^{\infty}$ processes are independent from each other. Also, $\{\alpha_n\}_{n=1}^{\infty}$ and $\{N_n\}_{n=1}^{\infty}$ are i.i.d. with

\[\Pr[\alpha_n = 1] = \Pr[\alpha_n = 0] = \frac{1}{2}\]

and

\[\Pr[N_n = 1] = 1 - \Pr[N_n = 0] = \epsilon \in (0, 1/2).\]
(a) Show that the channel is a DMC and derive its transition probability matrix
\[
\begin{bmatrix}
P_{Y_j|X_j}(0|0) & P_{Y_j|X_j}(1|0) \\
P_{Y_j|X_j}(0|1) & P_{Y_j|X_j}(1|1)
\end{bmatrix}.
\]

(b) Determine the channel capacity \( C \).

\textit{Hint:} Use the KKT conditions for channel capacity (Lemma 4.22).

(c) Suppose that \( \alpha^n \) is known, and consists of \( k \) 1's. Find the maximum \( I(X^n; Y^n) \) for the same channel with known \( \alpha^n \).

\textit{Hint:} For known \( \alpha^n \), \( \{(X_j, Y_j)\}_{j=1}^n \) are independent. Recall \( I(X^n; Y^n) \leq \sum_{j=1}^n I(X_j; Y_j) \).

(d) Some researchers attempt to derive the capacity of the channel in (b) in terms of the following steps:

- Derive the maximum mutual information between channel input \( X^n \) and output \( Y^n \) for a given \( \alpha^n \) (namely the solution in (c));
- Calculate the expectation value of the maximum mutual information obtained from the previous step according to the statistics of \( \alpha^n \);
- Then the capacity of the channel is equal to this “expected value” divided by \( n \).

Does this “expected capacity” \( \bar{C} \) coincide with that in (b)?

19. \textit{Maximum likelihood vs minimum Hamming distance decoding:} Given a channel with finite input and output alphabets \( \mathcal{X} \) and \( \mathcal{Y} \), respectively, and given codebook \( \mathcal{C} = \{c_1, \ldots, c_M\} \) of size \( M \) and blocklength \( n \) with \( c_i = (c_{i,1}, \ldots, c_{i,n}) \in \mathcal{X}^n \), if an \( n \)-tuple \( y^n \in \mathcal{Y}^n \) is received at the channel output, then under maximum likelihood (ML) decoding, \( y^n \) is decoded into the codeword \( c^* \in \mathcal{C} \) that maximizes \( P(Y^n = y^n|X^n = c) \) among all codewords \( c \in \mathcal{C} \). It can be shown that ML decoding minimizes the probability of decoding error when the channel input \( n \)-tuple is chosen uniformly among all the codewords.

Recall that the Hamming distance \( d_H(x^n, y^n) \) between two \( n \)-tuples \( x^n \) and \( y^n \) taking values in \( \mathcal{X}^n \) is defined as the number of positions where \( x^n \) and \( y^n \) differ. For a BSC using a binary codebook \( \mathcal{C} = \{c_1, \ldots, c_M\} \subseteq \{0, 1\}^n \) of size \( M \) and blocklength \( n \), if a received \( n \)-tuple \( y^n \) is received at the channel output, then under minimum Hamming distance decoding, \( y^n \) is decoded into the codeword \( c \in \mathcal{C} \) that minimizes \( d_H(c, y^n) \) among all codewords \( c \in \mathcal{C} \).

Prove that minimum Hamming distance decoding is equivalent to ML decoding for the BSC if its crossover probability \( \epsilon \) satisfies: \( \epsilon \leq 1/2 \).
20. Suppose that blocklength $n = 2$ and code size $M = 2$. Assume each code bit is either 0 or 1.

(a) What is the number of all possible codebook designs? (Note: This number includes those lousy code designs, such as \{00, 00\}.)

(b) Suppose that one randomly draws one of these possible code designs according to a uniform distribution and applies the selected code to BSC with crossover probability $\varepsilon$. Then what is the expected error probability, if the decoder simply selects the codeword whose Hamming distance to the received vector is the smallest? (When both codewords have the same Hamming distance to the received vector, the decoder chooses one of them at random as the transmitted codeword.)

(c) Explain why the error in (b) does not vanish as $\varepsilon \downarrow 0$.

$\text{Hint:}$ The error of random $(n, M)$ code is lower bounded by the error of random $(n, 2)$ code for $M \geq 2$.

21. $\text{Fano’s inequality:}$ Assume that the alphabets for random variables $X$ and $Y$ are both given by

\[ X = Y = \{1, 2, 3, 4, 5\}. \]

Let

\[ \hat{x} = g(y) \]

be an estimate of $x$ from observing $y$. Define the probability of estimation error as

\[ P_e = \Pr\{g(Y) \neq X\}. \]

Then, Fano’s inequality gives a lower bound for $P_e$ as

\[ h_b(P_e) + 2P_e \geq H(X|Y), \]

where $h_b(p) = p \log_2 \frac{1}{p} + (1 - p) \log_2 \frac{1}{1-p}$ is the binary entropy function. The curve for

\[ h_b(P_e) + 2P_e = H(X|Y) \]

in terms of $H(X|Y)$ versus $P_e$ is plotted in the figure below.
(a) Point A on the above figure shows that if $H(X|Y) = 0$, zero estimation error, namely, $P_e = 0$, can be achieved. In this case, characterize the distribution $P_{X|Y}$. Also, give an estimator $g(\cdot)$ that achieves $P_e = 0$. 

_Hint:_ Think what kind of relation between $X$ and $Y$ can render $H(X|Y) = 0$.

(b) Point B on the above figure indicates that when $H(X|Y) = \log_2(5)$, the estimation error can only be equal to 0.8. In this case, characterize the distributions $P_{X|Y}$ and $P_X$. Prove that at $H(X|Y) = \log_2(5)$, all estimators yield $P_e = 0.8$. 

_HINT:_ Think what kind of relation between $X$ and $Y$ can result in $H(X|Y) = \log_2(5)$.

(c) Point C on the above figure hints that when $H(X|Y) = 2$, the estimation error can be as worse as 1. Give an estimator $g(\cdot)$ that leads to $P_e = 1$, if $P_{X|Y}(x|y) = 1/4$ for $x \neq y$, and $P_{X|Y}(x|y) = 0$ for $x = y$.

(d) Similarly, point D on the above figure hints that when $H(X|Y) = 0$, the estimation error can be as worse as 1. Give an estimator $g(\cdot)$ that leads to $P_e = 1$ at $H(X|Y) = 0$.

22. Decide whether the following statement is _true_ or _false_. Consider a discrete memoryless channel with input alphabet $\mathcal{X}$, output alphabet $\mathcal{Y}$ and transition distribution $P_{Y|X}(y|x) \triangleq \Pr\{Y=y|X=x\}$. Let $P_{X_1}(\cdot)$ and $P_{X_2}(\cdot)$ be two possible input distributions, and $P_{Y_1}(\cdot)$ and $P_{Y_2}(\cdot)$ be the corresponding output distributions; i.e., $\forall y \in \mathcal{Y}$, $P_{Y_1}(y) = \sum_{x \in \mathcal{X}} P_{Y|X}(y|x)P_{X_1}(x)$,
23. Consider a system consisting of two (parallel) discrete memoryless channels with transition probability matrices $Q_1 = [p_1(y_1|x)]$ and $Q_2 = [p_2(y_2|x)]$. These channels have a common input alphabet $\mathcal{X}$ and output alphabets $\mathcal{Y}_1$ and $\mathcal{Y}_2$, respectively, where $\mathcal{Y}_1$ and $\mathcal{Y}_2$ are disjoint. Let $X$ denote the common input to the two channels, and let $Y_1$ and $Y_2$ be the corresponding outputs in channels $Q_1$ and $Q_2$, respectively. Now let $Y$ be an overall output of the system which switches between $Y_1$ and $Y_2$ according to the values of a binary random variable $Z \in \{1,2\}$ as follows:

$$Y = \begin{cases} Y_1 & \text{if } Z = 1; \\ Y_2 & \text{if } Z = 2; \end{cases}$$

where $Z$ is independent of the input $X$ and has distribution $P(Z = 1) = \lambda$.

(a) Express the system’s mutual information $I(X;Y)$ in terms of $\lambda$, $I(X;Y_1)$ and $I(X;Y_2)$.

(b) Find an upper bound on the system’s capacity $C = \max_{P_X} I(X;Y)$ in terms of $\lambda$, $C_1$ and $C_2$, where $C_i$ is the capacity of channel $Q_i$, $i = 1, 2$.

(c) If both $C_1$ and $C_2$ can be achieved by the same input distribution, show that the upper bound on $C$ in (b) is exact.

24. *Cascade channel:* Consider a channel with input alphabet $\mathcal{X}$, output alphabet $\mathcal{Y}$ and transition probability matrix $Q_1 = [p_1(y|x)]$. Consider another channel with input alphabet $\mathcal{Y}$, output alphabet $\mathcal{Z}$ and transition probability matrix $Q_2 = [p_2(z|y)]$. Let $C_1$ denote the capacity of channel $Q_1$, and let $C_2$ denote the capacity of channel $Q_2$.

Define a new *cascade* channel with input alphabet $\mathcal{X}$, output alphabet $\mathcal{Z}$ and transition probability matrix $Q = [p(z|x)]$ obtained by feeding the output of channel $Q_1$ into the input of channel $Q_2$. Let $C$ denote the capacity of channel $Q$.

(a) Show that $p(z|x) = \sum_{y \in \mathcal{Y}} p_2(z|y)p_1(y|x)$ and that $C \leq \min\{C_1, C_2\}$.

(b) If $\mathcal{X} = \{0,1\}$, $\mathcal{Y} = \mathcal{Z} = \{a, b, c\}$, $Q_1$ is described by

$$Q_1 = [p_1(y|x)] = \begin{bmatrix} 1 - \alpha & \alpha & 0 \\ 0 & \alpha & 1 - \alpha \end{bmatrix}, \quad 0 \leq \alpha \leq 1,$$
and $Q_2$ is described by

$$Q_2 = [p_2(z|y)] = \begin{bmatrix}
1 - \epsilon & \epsilon/2 & \epsilon/2 \\
\epsilon/2 & 1 - \epsilon & \epsilon/2 \\
\epsilon/2 & \epsilon/2 & 1 - \epsilon
\end{bmatrix}, \quad 0 \leq \epsilon \leq 1,$$

find the capacities $C_1$ and $C_2$.

(c) Given the channels $Q_1$ and $Q_2$ described in part (b), find $C$ in terms of $\alpha$ and $\epsilon$.

(d) Compute the value of $C$ obtained in part (c) if $\epsilon = 2/3$. Explain qualitatively.

25. Let $X$ be a binary random variable with alphabet $\mathcal{X} = \{0, 1\}$. Let $Z$ denote another random variable that is independent of $X$ and taking values in $\mathcal{Z} = \{0, 1, 2, 3\}$ such that $\Pr[Z = 0] = \Pr[Z = 1] = \Pr[Z = 2] = \epsilon$, where $0 < \epsilon \leq 1/3$. Consider a DMC with input $X$, noise $Z$, and output $Y$ described by the equation:

$$Y = 3X + (-1)^X Z,$$

where $X$ and $Z$ are as defined above.

(a) Determine the channel transition probability matrix $Q = [p(y|x)]$.

(b) Compute the capacity $C$ of this channel in terms of $\epsilon$. What is the maximizing input distribution that achieves capacity?

(c) For what value of $\epsilon$ is the noise entropy $H(Z)$ maximized? What is the value of $C$ for this choice of $\epsilon$? Comment on the result.

26. A channel with skewed errors [92]: This problem analyzes a communication channel in which the non-zero additive noise generated by the channel can be partitioned into two distinct sets: the set of “common” errors $A$ and the set of “uncommon” errors $B$.

Consider a DMC with identical input and output alphabets given by $\mathcal{X} = \mathcal{Y} = \{0, 1, \ldots, q - 1\}$ where $q$ is a fixed positive integer. The output $Y$ of the channel is related to the input $X$ by the equation

$$Y = X \oplus Z,$$

where $Z$ is a noise random variable with alphabet $\mathcal{Z} = \mathcal{X} = \mathcal{Y}$, and $\oplus$ denotes addition modulo-$q$. Assume that $Z$ is independent of $X$.

We now describe the distribution on $Z$. Let $A$ and $B$ be the following two sets:

$$A = \{1, 2, \ldots, r\},$$
and
\[ B = \{r + 1, r + 2, \ldots, q - 1\}, \]
where integer \(0 < r < q - 1\) is fixed. Then
- \(P(Z \neq 0) = \epsilon\).
- \(P(Z \in A | Z \neq 0) = \gamma\).
- \(P(Z = i)\) is constant for all \(i \in A\).
- \(P(Z = j)\) is constant for all \(j \in B\).

(a) Determine \(P(Z = z)\) for all \(z \in Z\).
(b) Find the capacity of the channel in terms of \(q, r, \epsilon\) and \(\gamma\).
(c) What are the values of \(\epsilon\) and \(\gamma\) that minimize the capacity? Explain why these values make sense intuitively and find the corresponding minimum capacity.

Note: This channel was introduced in [92] to model non-binary data transmission and storage channels in which some types of errors (designated as “common errors”) occur much more frequently than others. A family of codes, called focused error control codes, was developed in [92] to provide a certain level of protection against the common errors of the channel while guaranteeing another lower level of protection against uncommon errors; hence the levels of protection are determined based not only on the numbers of errors but on the kind of errors as well (unlike traditional channel codes). The performance of these codes was assessed in [6].

27. Memory increases channel capacity: This problem illustrates the adage “memory increases capacity.” Given an integer \(q \geq 2\), consider a \(q\)-ary additive-noise channel described by
\[ Y_i = X_i \oplus Z_i, \quad i = 1, 2, \ldots, \]
where \(\oplus\) denotes addition modulo-\(q\) and \(Y_i, X_i\) and \(Z_i\) are the channel output, input and noise at time instant \(i\), all with identical alphabet \(\mathcal{Y} = \mathcal{X} = \mathcal{Z} = \{0, 1, \ldots, q - 1\}\). We assume that the input and noise processes are independent of each other and that the noise process \(\{Z_i\}_{i=1}^{\infty}\) is stationary ergodic. It can be shown via an extended version of Theorem 4.10 that the (operational) capacity of this channel with memory is given by [67, 143]:
\[ C = \lim_{n \to \infty} \max_{p(x^n)} \frac{1}{n} I(X^n; Y^n). \]
Now consider an “equivalent” memoryless channel in the sense that it has a memoryless additive noise \(\{Z_i\}_{i=1}^{\infty}\) with identical marginal distribution
as noise \( \{Z_i\}_{i=1}^{\infty} : P_{\hat{Z}_i}(z) = P_{Z_i}(z) \) for all \( i \) and \( z \in \mathcal{Z} \). Letting \( \bar{C} \) denote the capacity of the equivalent memoryless channel, show that
\[
C \geq \bar{C}.
\]

Note: The adage “memory increases capacity” does not hold for arbitrary channels. It is only valid for well-behaved channels with memory [68], such as the above additive-noise channel with stationary ergodic noise or more generally for information stable channels [67, 217, 143] whose capacity is given by:\(^{22}\)
\[
C = \lim_{n \to \infty} \inf \max_{p(x^n)} \frac{1}{n} I(X^n; Y^n).
\]

However, one can find counter-examples to this adage, such as in [2] regarding non-ergodic “averaged” channels [149, 3]. Examples of such averaged channels include additive-noise channels with stationary but non-ergodic noise, in particular the Polya-contagion channel [7] whose noise process is described in Example 3.15.

28. Suppose you wish to encode a binary DMS with \( P_X(0) = 3/4 \) using a rate-1 source-channel block code for transmission over a BEC with erasure probability \( \alpha \). For what values of \( \alpha \), can the source be recovered reliably (i.e., with arbitrarily low error probability) at the receiver?

29. Consider the binary Polya contagion Markov source of memory two treated in Problem 3.10; see also Example 3.16 with \( M = 2 \). We are interested in sending this source over the BSC with crossover probability \( \varepsilon \) using rate-\( R_{sc} \) block source-channel codes.

   (a) Write down the sufficient condition for reliable transmissibility of the source over the BSC via rate-\( R_{sc} \) source-channel codes in terms of \( \varepsilon \), \( R_{sc} \) and the source parameters \( \rho \triangleq R/T \) and \( \delta \triangleq \Delta/T \).

   (b) If \( \rho = \delta = 1/2 \) and \( \varepsilon = 1/4 \), determine the of permissible range of rates \( R_{sc} \) for reliably communicating the source over the channel.

30. Consider a DMC with input alphabet \( \mathcal{X} = \{0, 1, 2, 3, 4\} \), output alphabet

\(^{22}\)Note that a formula of the capacity of more general (not necessarily information stable) channels with memory does exist in terms of a generalized (spectral) mutual information rate, see [283, 131].
\( \mathcal{Y} = \{0, 1, 2, 3, 4, 5\} \) and the following transition matrix

\[
Q = \begin{bmatrix}
1 - 2\alpha & \alpha & \alpha & 0 & 0 & 0 \\
\alpha & \alpha & 1 - 2\alpha & 0 & 0 & 0 \\
0 & 0 & 0 & 1 - \beta & \beta/2 & \beta/2 \\
0 & 0 & 0 & \beta/2 & 1 - \beta & \beta/2 \\
0 & 0 & 0 & \beta/2 & \beta/2 & 1 - \beta \\
\end{bmatrix}
\]

where \( 0 < \alpha < 1/2 \) and \( 0 < \beta < 1 \).

(a) Determine the capacity \( C \) of this channel in terms of \( \alpha \) and \( \beta \). What is the maximizing input distribution that achieves capacity?

(b) Find the values of \( \alpha \) and \( \beta \) that will yield the smallest possible value of \( C \).

(c) Show that any (not necessarily memoryless) binary source \( \{U_i\}_{i=1}^{\infty} \) with arbitrary distribution can be sent without any loss via a rate-one source-channel code over the channel with the parameters \( \alpha \) and \( \beta \) obtained in part (b).
Chapter 5

Differential Entropy and Gaussian Channels

We have so far examined information measures and their operational characterization for discrete-time discrete-alphabet systems. In this chapter, we turn our focus to continuous-alphabet (real-valued) systems. Except for a brief interlude with the continuous-time (waveform) Gaussian channel, we consider discrete-time systems, as treated throughout the book.

We first recall that a real-valued (continuous) random variable \( X \) is described by its cumulative distribution function (cdf)

\[
F_X(x) \triangleq \Pr[X \leq x]
\]

for \( x \in \mathbb{R} \), the set of real numbers. The distribution of \( X \) is called absolutely continuous (with respect to the Lebesgue measure) if a probability density function (pdf) \( f_X(\cdot) \) exists such that

\[
F_X(x) = \int_{-\infty}^{x} f_X(t) dt
\]

where \( f_X(t) \geq 0 \ \forall t \) and \( \int_{-\infty}^{+\infty} f_X(t) dt = 1 \). If \( F_X(\cdot) \) is differentiable everywhere, then the pdf \( f_X(\cdot) \) exists and is given by the derivative of \( F_X(\cdot) \): \( f_X(t) = \frac{dF_X(t)}{dt} \).

The support of a random variable \( X \) with pdf \( f_X(\cdot) \) is denoted by \( S_X \) and can be conveniently given as

\[
S_X = \{ x \in \mathbb{R} : f_X(x) > 0 \}.
\]

We will deal with random variables that admit a pdf.\(^1\)

\(^1\)A rigorous (measure-theoretic) study for general continuous systems, initiated by Kolmogorov [165], can be found in [217, 147].
5.1 Differential entropy

Recall that the definition of entropy for a discrete random variable $X$ representing a DMS is

$$H(X) \triangleq \sum_{x \in \mathcal{X}} -P_X(x) \log_2 P_X(x) \quad \text{(in bits)}.$$ 

As already seen in Shannon’s source coding theorem, this quantity is the minimum average code rate achievable for the lossless compression of the DMS. But if the random variable takes on values in a continuum, the minimum number of bits per symbol needed to losslessly describe it must be infinite. This is illustrated in the following example, where we take a discrete approximation (quantization) of a random variable uniformly distributed on the unit interval and study the entropy of the quantized random variable as the quantization becomes finer and finer.

**Example 5.1** Consider a real-valued random variable $X$ that is uniformly distributed on the unit interval, i.e., with pdf given by

$$f_X(x) = \begin{cases} 1 & \text{if } x \in [0, 1); \\ 0 & \text{otherwise}. \end{cases}$$

Given a positive integer $m$, we can discretize $X$ by uniformly quantizing it into $m$ levels by partitioning the support of $X$ into equal-length segments of size $\Delta = \frac{1}{m}$ ($\Delta$ is called the quantization step-size) such that:

$$q_m(X) = \frac{i}{m}, \quad \text{if } \frac{i-1}{m} \leq X < \frac{i}{m},$$

for $1 \leq i \leq m$. Then the entropy of the quantized random variable $q_m(X)$ is given by

$$H(q_m(X)) = -\sum_{i=1}^{m} \frac{1}{m} \log_2 \left( \frac{1}{m} \right) = \log_2 m \quad \text{(in bits)}.$$ 

Since the entropy $H(q_m(X))$ of the quantized version of $X$ is a lower bound to the entropy of $X$ (as $q_m(X)$ is a function of $X$) and satisfies in the limit

$$\lim_{m \to \infty} H(q_m(X)) = \lim_{m \to \infty} \log_2 m = \infty,$$

we obtain that the entropy of $X$ is infinite.

The above example indicates that to compress a continuous source without incurring any loss or distortion indeed requires an infinite number of bits. Thus
when studying continuous sources, the entropy measure is limited in its effectiveness and the introduction of a new measure is necessary. Such new measure is indeed obtained upon close examination of the entropy of a uniformly quantized real-valued random-variable minus the quantization accuracy as the accuracy increases without bound.

**Lemma 5.2** Consider a real-valued random variable \( X \) with support \([a, b)\) and pdf \( f_X \) such that \(-f_X \log_2 f_X \) is integrable\(^2\) (where \(-\int_a^b f_X(x) \log_2 f_X(x)dx\) is finite). Then a uniform quantization of \( X \) with an \( n \)-bit accuracy (i.e., with a quantization step-size of \( \Delta = 2^{-n} \)) yields an entropy approximately equal to \(-\int_a^b f_X(x) \log_2 f_X(x)dx + n \) bits for \( n \) sufficiently large. In other words,

\[
\lim_{n \to \infty} [H(q_n(X)) - n] = -\int_a^b f_X(x) \log_2 f_X(x)dx
\]

where \( q_n(X) \) is the uniformly quantized version of \( X \) with quantization step-size \( \Delta = 2^{-n} \).

**Proof:**

**Step 1: Mean-value theorem.** Let \( \Delta = 2^{-n} \) be the quantization step-size, and let

\[
t_i \triangleq \begin{cases} 
a + i\Delta, & i = 0, 1, \cdots, j - 1 \\
b, & i = j\end{cases}
\]

where \( j = \lfloor (b - a)2^n \rfloor \). From the mean-value theorem (e.g., cf. [189]), we can choose \( x_i \in [t_{i-1}, t_i] \) for \( 1 \leq i \leq j \) such that

\[
p_i \triangleq \int_{t_{i-1}}^{t_i} f_X(x)dx = f_X(x_i)(t_i - t_{i-1}) = \Delta \cdot f_X(x_i).
\]

**Step 2: Definition of \( h^{(n)}(X) \).** Let

\[
h^{(n)}(X) \triangleq -\sum_{i=1}^{j} [f_X(x_i) \log_2 f_X(x_i)]2^{-n}.
\]

Since \(-f_X(x) \log_2 f_X(x)\) is integrable,

\[
h^{(n)}(X) \to -\int_a^b f_X(x) \log_2 f_X(x)dx \quad \text{as } n \to \infty.
\]

Therefore, given any \( \varepsilon > 0 \), there exists \( N \) such that for all \( n > N \),

\[
-\int_a^b f_X(x) \log_2 f_X(x)dx - h^{(n)}(X) \quad < \varepsilon.
\]

---
\(^2\)By integrability, we mean the usual Riemann integrability (e.g., see [236]).
Step 3: Computation of $H(q_n(X))$. The entropy of the (uniformly) quantized version of $X$, $q_n(X)$, is given by

$$H(q_n(X)) = -\sum_{i=1}^{j} p_i \log_2 p_i$$

$$= -\sum_{i=1}^{j} (f_X(x_i)\Delta) \log_2 (f_X(x_i)\Delta)$$

$$= -\sum_{i=1}^{j} (f_X(x_i)2^{-n}) \log_2 (f_X(x_i)2^{-n})$$

where the $p_i$’s are the probabilities of the different values of $q_n(X)$.

Step 4: $H(q_n(X)) - h^{(n)}(X)$.

From Steps 2 and 3,

$$H(q_n(X)) - h^{(n)}(X) = -\sum_{i=1}^{j} \lfloor f_X(x_i)2^{-n} \rfloor \log_2(2^{-n})$$

$$= n \sum_{i=1}^{j} \int_{t_{i-1}}^{t_i} f_X(x) \, dx$$

$$= n \int_{a}^{b} f_X(x) \, dx = n.$$

Hence, we have that for $n > N$,

$$\left[ -\int_{a}^{b} f_X(x) \log_2 f_X(x) \, dx + n \right] - \varepsilon < H(q_n(X))$$

$$= h^{(n)}(X) + n$$

$$< \left[ -\int_{a}^{b} f_X(x) \log_2 f_X(x) \, dx + n \right] + \varepsilon,$$

yielding that

$$\lim_{n \to \infty} [H(q_n(X)) - n] = -\int_{a}^{b} f_X(x) \log_2 f_X(x) \, dx.$$

More generally, the following result due to Rényi [230] can be shown for (absolutely continuous) random variables with arbitrary support.
Theorem 5.3 [230, Theorem 1] For any real-valued random variable with pdf $f_X$, if $-\sum_i p_i \log_2 p_i$ is finite, where the (possibly countably many) $p_i$'s are the probabilities of the different values of the uniformly quantized $q_n(X)$ over support $S_X$, then

$$\lim_{n \to \infty} [H(q_n(X)) - n] = -\int_{S_X} f_X(x) \log_2 f_X(x) dx$$

provided the integral on the right-hand side exists.

In light of the above results, we can define the following information measure.

Definition 5.4 (Differential entropy) The differential entropy (in bits) of a continuous random variable $X$ with pdf $f_X$ and support $S_X$ is defined as

$$h(X) \triangleq -\int_{S_X} f_X(x) \cdot \log_2 f_X(x) dx = E[- \log_2 f_X(X)],$$

when the integral exists.

Thus the differential entropy $h(X)$ of a real-valued random variable $X$ has an operational meaning in the following sense. Since $H(q_n(X))$ is the minimum average number of bits needed to losslessly describe $q_n(X)$, we thus obtain that $h(X) + n$ is approximately needed to describe $X$ when uniformly quantizing it with an $n$-bit accuracy. Therefore, we may conclude that the larger $h(X)$ is, the larger is the average number of bits required to describe a uniformly quantized $X$ within a fixed accuracy.

Example 5.5 A continuous random variable $X$ with support $S_X = [0, 1)$ and pdf $f_X(x) = 2x$ for $x \in S_X$ has differential entropy equal to

$$\int_0^1 -2x \cdot \log_2(2x) dx = \frac{x^2(\log_2 e - 2\log_2(2x))}{2} \bigg|_0^1$$

$$= \frac{1}{2\ln 2} - \log_2(2) = -0.278652 \text{ bits.}$$

We herein illustrate Lemma 5.2 by uniformly quantizing $X$ to an $n$-bit accuracy and computing the entropy $H(q_n(X))$ and $H(q_n(X)) - n$ for increasing values of $n$, where $q_n(X)$ is the quantized version of $X$. We have that $q_n(X)$ is given by

$$q_n(X) = \frac{i}{2^n}, \text{ if } \frac{i - 1}{2^n} \leq X < \frac{i}{2^n}.$$
Table 5.1: Quantized random variable \( q_n(X) \) under an \( n \)-bit accuracy:
\( H(q_n(X)) \) and \( H(q_n(X)) - n \) versus \( n \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( H(q_n(X)) )</th>
<th>( H(q_n(X)) - n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.811278 bits</td>
<td>-0.188722 bits</td>
</tr>
<tr>
<td>2</td>
<td>1.748999 bits</td>
<td>-0.251000 bits</td>
</tr>
<tr>
<td>3</td>
<td>2.729560 bits</td>
<td>-0.270440 bits</td>
</tr>
<tr>
<td>4</td>
<td>3.723726 bits</td>
<td>-0.276275 bits</td>
</tr>
<tr>
<td>5</td>
<td>4.722023 bits</td>
<td>-0.277977 bits</td>
</tr>
<tr>
<td>6</td>
<td>5.721537 bits</td>
<td>-0.278463 bits</td>
</tr>
<tr>
<td>7</td>
<td>6.721399 bits</td>
<td>-0.278600 bits</td>
</tr>
<tr>
<td>8</td>
<td>7.721361 bits</td>
<td>-0.278638 bits</td>
</tr>
<tr>
<td>9</td>
<td>8.721351 bits</td>
<td>-0.278648 bits</td>
</tr>
</tbody>
</table>

For \( 1 \leq i \leq 2^n \). Hence,
\[
\Pr\left\{q_n(X) = \frac{i}{2^n}\right\} = \frac{(2i - 1)}{2^{2n}},
\]
which yields
\[
H(q_n(X)) = -\sum_{i=1}^{2^n} \frac{2i - 1}{2^{2n}} \log_2\left(\frac{2i - 1}{2^{2n}}\right)
\]
\[
= \left[ -\frac{1}{2^{2n}} \sum_{i=1}^{2^n} (2i - 1) \log_2(2i - 1) + \log_2(2^n) \right].
\]

As shown in Table 5.1, we indeed observe that as \( n \) increases, \( H(q_n(X)) \) tends to infinity while \( H(q_n(X)) - n \) converges to \( h(X) = -0.278652 \) bits.

Thus a continuous random variable \( X \) contains an infinite amount of information; but we can measure the information contained in its \( n \)-bit quantized version \( q_n(X) \) as: \( H(q_n(X)) \approx h(X) + n \) (for \( n \) large enough).

**Example 5.6** Let us determine the minimum average number of bits required to describe the uniform quantization with 3-digit accuracy of the decay time (in years) of a radium atom assuming that the half-life of the radium (i.e., the median of the decay time) is 80 years and that its pdf is given by \( f_X(x) = \lambda e^{-\lambda x} \), where \( x > 0 \).

Since the median of the decay time is 80, we obtain:
\[
\int_0^{80} \lambda e^{-\lambda x} \, dx = 0.5,
\]
which implies that $\lambda = 0.00866$. Also, 3-digit accuracy is approximately equivalent to $\log_2 999 = 9.96 \approx 10$ bits accuracy. Therefore, by Theorem 5.3, the number of bits required to describe the quantized decay time is approximately

$$h(X) + 10 = \log_2 \frac{e}{\lambda} + 10 = 18.29 \text{ bits.}$$

We close this section by computing the differential entropy for two common real-valued random variables: the uniformly distributed random variable and the Gaussian distributed random variable.

**Example 5.7 (Differential entropy of a uniformly distributed random variable)** Let $X$ be a continuous random variable that is uniformly distributed over the interval $(a, b)$, where $b > a$; i.e., its pdf is given by

$$f_X(x) = \begin{cases} \frac{1}{b-a} & \text{if } x \in (a, b); \\ 0 & \text{otherwise.} \end{cases}$$

So its differential entropy is given by

$$h(X) = -\int_a^b f_X(x) \left[ \frac{1}{b-a} \log_2 \frac{1}{b-a} \right] dx = \log_2 (b-a) \text{ bits.}$$

Note that if $(b-a) < 1$ in the above example, then $h(X)$ is negative, unlike entropy. The above example indicates that although differential entropy has a form analogous to entropy (in the sense that summation and pmf for entropy are replaced by integration and pdf, respectively, for differential entropy), differential entropy does not retain all the properties of entropy (one such operational difference was already highlighted in the previous lemma and theorem).\(^3\)

**Example 5.8 (Differential entropy of a Gaussian random variable)** Let $X \sim \mathcal{N}(\mu, \sigma^2)$; i.e., $X$ is a Gaussian (or normal) random variable with finite mean $\mu$, variance $\text{Var}(X) = \sigma^2 > 0$ and pdf

$$f_X(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$

for $x \in \mathbb{R}$. Then its differential entropy is given by

$$h(X) = \int_{\mathbb{R}} f_X(x) \left[ \frac{1}{2} \log_2 (2\pi\sigma^2) + \frac{(x-\mu)^2}{2\sigma^2} \log_2 e \right] dx$$

\(^3\)By contrast, entropy and differential entropy are sometimes called *discrete entropy* and *continuous entropy*, respectively.
\[
\begin{align*}
&= \frac{1}{2} \log_2(2\pi\sigma^2) + \frac{\log_2 e}{2\sigma^2} E[(X - \mu)^2] \\
&= \frac{1}{2} \log_2(2\pi\sigma^2) + \frac{1}{2} \log_2 e \\
&= \frac{1}{2} \log_2(2\sigma e) \text{ bits. } \tag{5.1.1}
\end{align*}
\]

Note that for a Gaussian random variable, its differential entropy is only a function of its variance \(\sigma^2\) (it is independent from its mean \(\mu\)). This is similar to the differential entropy of a uniform random variable, which only depends on difference \((b - a)\) but not the mean \((a + b)/2\).

### 5.2 Joint and conditional differential entropies, divergence and mutual information

**Definition 5.9 (Joint differential entropy)** If \(X^n = (X_1, X_2, \cdots, X_n)\) is a continuous random vector of size \(n\) (i.e., a vector of \(n\) continuous random variables) with joint pdf \(f_{X^n}\) and support \(S_{X^n} \subseteq \mathbb{R}^n\), then its joint differential entropy is defined as

\[
h(X^n) \triangleq -\int_{S_{X^n}} f_{X^n}(x_1, x_2, \cdots, x_n) \log_2 f_{X^n}(x_1, x_2, \cdots, x_n) \, dx_1 \, dx_2 \cdots \, dx_n
\]

\[
= E[-\log_2 f_{X^n}(X^n)]
\]

when the \(n\)-dimensional integral exists.

**Definition 5.10 (Conditional differential entropy)** Let \(X\) and \(Y\) be two jointly distributed continuous random variables with joint pdf\(^4\) \(f_{X,Y}\) and support \(S_{X,Y} \subseteq \mathbb{R}^2\) such that the conditional pdf of \(Y\) given \(X\), given by

\[
f_{Y|X}(y|x) = \frac{f_{X,Y}(x,y)}{f_X(x)},
\]

is well defined for all \((x, y) \in S_{X,Y}\), where \(f_X\) is the marginal pdf of \(X\). Then the conditional entropy of \(Y\) given \(X\) is defined as

\[
h(Y|X) \triangleq -\int_{S_{X,Y}} f_{X,Y}(x,y) \log_2 f_{Y|X}(y|x) \, dx \, dy = E[-\log_2 f_{Y|X}(Y|X)],
\]

when the integral exists.

\(^4\)Note that the joint pdf \(f_{X,Y}\) is also commonly written as \(f_{XY}\).
Note that as in the case of (discrete) entropy, the chain rule holds for differential entropy:

\[ h(X, Y) = h(X) + h(Y|X) = h(Y) + h(X|Y). \]

**Definition 5.11 (Divergence or relative entropy)** Let \( X \) and \( Y \) be two continuous random variables with marginal pdfs \( f_X \) and \( f_Y \), respectively, such that their supports satisfy \( S_X \subseteq S_Y \subseteq \mathbb{R} \). Then the divergence (or relative entropy or Kullback-Leibler distance) between \( X \) and \( Y \) is written as \( D(X\|Y) \) or \( D(f_X\|f_Y) \) and defined by

\[
D(X\|Y) \equiv \int_{S_X} f_X(x) \log \frac{f_X(x)}{f_Y(x)} \, dx = E \left[ \frac{f_X(X)}{f_Y(X)} \right]
\]

when the integral exists. The definition carries over similarly in the multivariate case: for \( X^n = (X_1, X_2, \ldots, X_n) \) and \( Y^n = (Y_1, Y_2, \ldots, Y_n) \) two random vectors with joint pdfs \( f_{X^n} \) and \( f_{Y^n} \), respectively, and supports satisfying \( S_{X^n} \subseteq S_{Y^n} \subseteq \mathbb{R}^n \), the divergence between \( X^n \) and \( Y^n \) is defined as

\[
D(X^n\|Y^n) \equiv \int_{S_{X^n}} f_{X^n}(x_1, x_2, \ldots, x_n) \log \frac{f_{X^n}(x_1, x_2, \ldots, x_n)}{f_{Y^n}(x_1, x_2, \ldots, x_n)} \, dx_1 \, dx_2 \cdots \, dx_n
\]

when the integral exists.

**Definition 5.12 (Mutual information)** Let \( X \) and \( Y \) be two jointly distributed continuous random variables with joint pdf \( f_{X,Y} \) and support \( S_{X,Y} \subseteq \mathbb{R}^2 \). Then the mutual information between \( X \) and \( Y \) is defined by

\[
I(X;Y) \equiv D(f_{X,Y}\|f_X f_Y) = \int_{S_{X,Y}} f_{X,Y}(x,y) \log \frac{f_{X,Y}(x,y)}{f_X(x) f_Y(y)} \, dx \, dy,
\]

assuming the integral exists, where \( f_X \) and \( f_Y \) are the marginal pdfs of \( X \) and \( Y \), respectively.

**Observation 5.13** For two jointly distributed continuous random variables \( X \) and \( Y \) with joint pdf \( f_{X,Y} \), support \( S_{X,Y} \subseteq \mathbb{R}^2 \) and joint differential entropy

\[
h(X, Y) = -\int_{S_{X,Y}} f_{X,Y}(x,y) \log_2 f_{X,Y}(x,y) \, dx \, dy,
\]

then as in Lemma 5.2 and the ensuing discussion, one can write

\[
H(q_n(X), q_m(Y)) \approx h(X, Y) + n + m
\]
for $n$ and $m$ sufficiently large, where $q_k(Z)$ denotes the (uniformly) quantized version of random variable $Z$ with a $k$-bit accuracy.

On the other hand, for the above continuous $X$ and $Y$,

$$I(q_n(X); q_m(Y)) = H(q_n(X)) + H(q_m(Y)) - H(q_n(X), q_m(Y))$$

$$\approx [h(X) + n] + [h(Y) + m] - [h(X, Y) + n + m]$$

$$= h(X) + h(Y) - h(X, Y)$$

$$= \int_{S_{X,Y}} f_{X,Y}(x, y) \log_2 \frac{f_{X,Y}(x, y)}{f_X(x) f_Y(y)} \, dx \, dy$$

for $n$ and $m$ sufficiently large; in other words,

$$\lim_{n,m \to \infty} I(q_n(X); q_m(Y)) = h(X) + h(Y) - h(X, Y).$$

Furthermore, it can be shown that

$$\lim_{n \to \infty} D(q_n(X)\|q_n(Y)) = \int_{S_X} f_X(x) \log_2 \frac{f_X(x)}{f_Y(x)} \, dx.$$ 

Thus mutual information and divergence can be considered as the true tools of Information Theory, as they retain the same operational characteristics and properties for both discrete and continuous probability spaces (as well as general spaces where they can be defined in terms of Radon-Nikodym derivatives (e.g., cf. [147]).

The following lemma illustrates that for continuous systems, $I(\cdot; \cdot)$ and $D(\cdot\|\cdot)$ keep the same properties already encountered for discrete systems, while differential entropy (as already seen with its possibility if being negative) satisfies some different properties from entropy. The proof is left as an exercise.

**Lemma 5.14** The following properties hold for the information measures of continuous systems.

1. **Non-negativity of divergence:** Let $X$ and $Y$ be two continuous random variables with marginal pdfs $f_X$ and $f_Y$, respectively, such that their supports satisfy $S_X \subseteq S_Y \subseteq \mathbb{R}$. Then

$$D(f_X\|f_Y) \geq 0$$

with equality iff $f_X(x) = f_Y(x)$ for all $x \in S_X$ except in a set of $f_X$-measure zero (i.e., $X = Y$ almost surely).

---

5This justifies using identical notations for both $I(\cdot; \cdot)$ and $D(\cdot\|\cdot)$ as opposed to the discerning notations of $H(\cdot)$ for entropy and $h(\cdot)$ for differential entropy.
2. **Non-negativity of mutual information:** For any two continuous jointly distributed random variables $X$ and $Y$,

$$I(X; Y) \geq 0$$

with equality iff $X$ and $Y$ are independent.

3. **Conditioning never increases differential entropy:** For any two continuous random variables $X$ and $Y$ with joint pdf $f_{X,Y}$ and well-defined conditional pdf $f_{X|Y}$,

$$h(X|Y) \leq h(X)$$

with equality iff $X$ and $Y$ are independent.

4. **Chain rule for differential entropy:** For a continuous random vector $X^n = (X_1, X_2, \cdots, X_n)$,

$$h(X_1, X_2, \ldots, X_n) = \sum_{i=1}^{n} h(X_i|X_1, X_2, \ldots, X_{i-1}),$$

where $h(X_i|X_1, X_2, \ldots, X_{i-1}) \triangleq h(X_1)$ for $i = 1$.

5. **Chain rule for mutual information:** For continuous random vector $X^n = (X_1, X_2, \cdots, X_n)$ and random variable $Y$ with joint pdf $f_{X^n,Y}$ and well-defined conditional pdfs $f_{X_i|X_{i-1}}$, $f_{X_i|X_{i-1}}$, and $f_{Y|X_{i-1}}$ for $i = 1, \cdots, n$, we have that

$$I(X_1, X_2, \cdots, X_n; Y) = \sum_{i=1}^{n} I(X_i; Y|X_{i-1}, \cdots, X_1),$$

where $I(X_i; Y|X_{i-1}, \cdots, X_1) \triangleq I(X_1; Y)$ for $i = 1$.

6. **Data processing inequality:** For continuous random variables $X$, $Y$ and $Z$ such that $X \rightarrow Y \rightarrow Z$, i.e., $X$ and $Z$ are conditional independent given $Y$,

$$I(X; Y) \geq I(X; Z).$$

7. **Independence bound for differential entropy:** For a continuous random vector $X^n = (X_1, X_2, \cdots, X_n)$,

$$h(X^n) \leq \sum_{i=1}^{n} h(X_i)$$

with equality iff all the $X_i$’s are independent from each other.
8. **Invariance of differential entropy under translation:** For continuous random variables $X$ and $Y$ with joint pdf $f_{X,Y}$ and well-defined conditional pdf $f_{X|Y}$,

$$h(X + c) = h(X) \quad \text{for any constant } c \in \mathbb{R},$$

and

$$h(X + Y|Y) = h(X|Y).$$

The results also generalize in the multivariate case: for two continuous random vectors $X^n = (X_1, X_2, \cdots, X_n)$ and $Y^n = (Y_1, Y_2, \cdots, Y_n)$ with joint pdf $f_{X^n,Y^n}$ and well-defined conditional pdf $f_{X^n|Y^n}$,

$$h(X^n + c^n) = h(X^n)$$

for any constant $n$-tuple $c^n = (c_1, c_2, \cdots, c_n) \in \mathbb{R}^n$, and

$$h(X^n + Y^n|Y^n) = h(X^n|Y^n),$$

where the addition of two $n$-tuples is performed component-wise.

9. **Differential entropy under scaling:** For any continuous random variable $X$ and any non-zero real constant $a$,

$$h(aX) = h(X) + \log_2 |a|.$$

10. **Joint differential entropy under linear mapping:** Consider the random (column) vector $X = (X_1, X_2, \cdots, X_n)^T$ with joint pdf $f_{X^n}$, where $T$ denotes transposition, and let $Y = (Y_1, Y_2, \cdots, Y_n)^T$ be a random (column) vector obtained from the linear transformation $Y = AX$, where $A$ is an invertible (non-singular) $n \times n$ real-valued matrix. Then

$$h(Y) = h(Y_1, Y_2, \cdots, Y_n) = h(X_1, X_2, \cdots, X_n) + \log_2 |\det(A)|,$$

where $\det(A)$ is the determinant of the square matrix $A$.

11. **Joint differential entropy under nonlinear mapping:** Consider the random (column) vector $X = (X_1, X_2, \cdots, X_n)^T$ with joint pdf $f_{X^n}$, and let $Y = (Y_1, Y_2, \cdots, Y_n)^T$ be a random (column) vector obtained from the nonlinear transformation

$$Y = g(X) \triangleq (g_1(X_1), g_2(X_2), \cdots, g_n(X_n))^T,$$

where each $g_i : \mathbb{R} \to \mathbb{R}$ is a differentiable function, $i = 1, 2, \cdots, n$. Then

$$h(Y) = h(Y_1, Y_2, \cdots, Y_n)$$
\[
= h(X_1, \cdots, X_n) + \int_{\mathbb{R}^n} f_{X^n}(x_1, \cdots, x_n) \log_2 |\det(J)| \, dx_1 \cdots dx_n,
\]

where \( J \) is the \( n \times n \) Jacobian matrix given by

\[
J \triangleq \begin{bmatrix}
\frac{\partial q_1}{\partial x_1} & \frac{\partial q_1}{\partial x_2} & \cdots & \frac{\partial q_1}{\partial x_n} \\
\frac{\partial q_2}{\partial x_1} & \frac{\partial q_2}{\partial x_2} & \cdots & \frac{\partial q_2}{\partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial q_n}{\partial x_1} & \frac{\partial q_n}{\partial x_2} & \cdots & \frac{\partial q_n}{\partial x_n}
\end{bmatrix}.
\]

**Observation 5.15** Property 9 of the above Lemma indicates that for a continuous random variable \( X \), \( h(X) \neq h(aX) \) (except for the trivial case of \( a = 1 \)) and hence differential entropy is not in general invariant under invertible maps. This is in contrast to entropy, which is always invariant under invertible maps: given a discrete random variable \( X \) with alphabet \( \mathcal{X} \),

\[ H(f(X)) = H(X) \]

for all invertible maps \( f : \mathcal{X} \to \mathcal{Y} \), where \( \mathcal{Y} \) is a discrete set; in particular \( H(aX) = H(X) \) for all non-zero reals \( a \).

On the other hand, for both discrete and continuous systems, mutual information and divergence are invariant under invertible maps:

\[ I(X; Y) = I(g(X); Y) = I(g(X); h(Y)) \]

and

\[ D(X \| Y) = D(g(X) \| g(Y)) \]

for all invertible maps \( g \) and \( h \) properly defined on the alphabet/support of the concerned random variables. This reinforces the notion that mutual information and divergence constitute the true tools of Information Theory.

**Definition 5.16 (Multivariate Gaussian)** A continuous random vector \( \boldsymbol{X} = (X_1, X_2, \cdots, X_n)^T \) is called a size-\( n \) (multivariate) Gaussian random vector with a finite mean vector \( \mu \triangleq (\mu_1, \mu_2, \cdots, \mu_n)^T \), where \( \mu_i \triangleq E[X_i] < \infty \) for \( i = 1, 2, \cdots, n \), and an \( n \times n \) invertible (real-valued) covariance matrix

\[
K_{\boldsymbol{X}} = [K_{i,j}]
\]

\[
\triangleq E[(\boldsymbol{X} - \mu)(\boldsymbol{X} - \mu)^T]
\]

\[
= \begin{bmatrix}
\text{Cov}(X_1, X_1) & \text{Cov}(X_1, X_2) & \cdots & \text{Cov}(X_1, X_n) \\
\text{Cov}(X_2, X_1) & \text{Cov}(X_2, X_2) & \cdots & \text{Cov}(X_2, X_n) \\
\vdots & \vdots & \ddots & \vdots \\
\text{Cov}(X_n, X_1) & \text{Cov}(X_n, X_2) & \cdots & \text{Cov}(X_n, X_n)
\end{bmatrix}.
\]
where $K_{i,j} = \text{Cov}(X_i, X_j) \triangleq E[(X_i - \mu_i)(X_j - \mu_j)]$ is the covariance\(^6\) between $X_i$ and $X_j$ for $i, j = 1, 2, \ldots, n$, if its joint pdf is given by the multivariate Gaussian pdf

$$f_X(x_1, x_2, \ldots, x_n) = \frac{1}{(\sqrt{2\pi})^n \sqrt{\det(K_X)}} e^{-\frac{1}{2}(x - \mu)^T K_X^{-1} (x - \mu)}$$

for any $(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, where $x = (x_1, x_2, \ldots, x_n)^T$. As in the scalar case (i.e., for $n = 1$), we write $X \sim \mathcal{N}_n(\mu, K_X)$ to denote that $X$ is a size-$n$ Gaussian random vector with mean vector $\mu$ and covariance matrix $K_X$.

**Observation 5.17** In light of the above definition, we make the following remarks.

1. Note that a covariance matrix $K$ is always symmetric (i.e., $K^T = K$) and positive-semidefinite.\(^7\) But as we require $K_X$ to be invertible in the definition of the multivariate Gaussian distribution above, we will hereafter assume that the covariance matrix of Gaussian random vectors is positive-definite (which is equivalent to having all the eigenvalues of $K_X$ positive), thus rendering the matrix invertible.

2. If a random vector $X = (X_1, X_2, \ldots, X_n)^T$ has a diagonal covariance matrix $K_X$ (i.e., all the off-diagonal components of $K_X$ are zero: $K_{i,j} = 0$ for all $i \neq j, i, j = 1, \ldots, n$), then all its component random variables are uncorrelated but not necessarily independent. However, if $X$ is Gaussian and have a diagonal covariance matrix, then all its component random variables are independent from each other.

3. Any linear transformation of a Gaussian random vector yields another Gaussian random vector. Specifically, if $X \sim \mathcal{N}_n(\mu, K_X)$ is a size-$n$ Gaussian random vector with mean vector $\mu$ and covariance matrix $K_X$, and if $Y = A_{mn}X$, where $A_{mn}$ is a given $m \times n$ real-valued matrix, then $Y \sim \mathcal{N}_m(A_{mn}\mu, A_{mn}K_XA_{mn}^T)$.

\(^6\)Note that the diagonal components of $K_X$ yield the variance of the different random variables: $K_{i,i} = \text{Cov}(X_i, X_i) = \text{Var}(X_i) = \sigma^2_{X_i}, i = 1, \ldots, n$.

\(^7\)An $n \times n$ real-valued symmetric matrix $K$ is positive-semidefinite (e.g., cf. [91]) if for every real-valued vector $x = (x_1, x_2, \ldots, x_n)^T$,

$$x^T K x = (x_1, \ldots, x_n) K \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} \geq 0,$$

with equality holding only when $x_i = 0$ for $i = 1, 2, \ldots, n$. Furthermore, the matrix is positive-definite if $x^T K x > 0$ for all real-valued vectors $x \neq 0$, where $0$ is the all-zero vector of size $n$. 
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is a size-\(m\) Gaussian random vector with mean vector \(\mathbf{A}_{mn}\mu\) and covariance matrix \(\mathbf{A}_{mn}\mathbf{K}_{X}\mathbf{A}_{mn}^{T}\).

More generally, any affine transformation of a Gaussian random vector yields another Gaussian random vector: if \(\mathbf{X} \sim \mathcal{N}_{n}(\mu_{X}, \mathbf{K}_{X})\) and \(\mathbf{Y} = \mathbf{A}_{mn}\mathbf{X} + \mathbf{b}_{m}\), where \(\mathbf{A}_{mn}\) is an \(m \times n\) real-valued matrix and \(\mathbf{b}_{m}\) is a size-\(m\) real-valued vector, then

\[
\mathbf{Y} \sim \mathcal{N}_{m}(\mathbf{A}_{mn}\mu + \mathbf{b}_{m}; \mathbf{A}_{mn}\mathbf{K}_{X}\mathbf{A}_{mn}^{T}).
\]

**Theorem 5.18 (Joint differential entropy of the multivariate Gaussian)**

If \(\mathbf{X} \sim \mathcal{N}_{n}(\mu, \mathbf{K}_{X})\) is a Gaussian random vector with mean vector \(\mu\) and (positive-definite) covariance matrix \(\mathbf{K}_{X}\), then its joint differential entropy is given by

\[
h(\mathbf{X}) = h(X_1, X_2, \cdots, X_n) = \frac{1}{2} \log_2 [(2\pi e)^n \det(\mathbf{K}_{X})] .
\]  
(5.2.1)

In particular, in the univariate case of \(n = 1\), (5.2.1) reduces to (5.1.1).

**Proof:** Without loss of generality we assume that \(\mathbf{X}\) has a zero mean vector since its differential entropy is invariant under translation by Property 8 of Lemma 5.14:

\[
h(\mathbf{X}) = h(\mathbf{X} - \mu);
\]
so we assume that \(\mu = 0\).

Since the covariance matrix \(\mathbf{K}_{X}\) is a real-valued symmetric matrix, then it is orthogonally diagonalizable; i.e., there exits a square \((n \times n)\) orthogonal matrix \(\mathbf{A}\) (i.e., satisfying \(\mathbf{A}^{T} = \mathbf{A}^{-1}\)) such that \(\mathbf{A}\mathbf{K}_{X}\mathbf{A}^{T}\) is a diagonal matrix whose entries are given by the eigenvalues of \(\mathbf{K}_{X}\) (\(\mathbf{A}\) is constructed using the eigenvectors of \(\mathbf{K}_{X}\); e.g., see [91]). As a result the linear transformation \(\mathbf{Y} = \mathbf{A}\mathbf{X} \sim \mathcal{N}_{n}(0, \mathbf{A}\mathbf{K}_{X}\mathbf{A}^{T})\) is a Gaussian vector with the diagonal covariance matrix \(\mathbf{K}_{Y} = \mathbf{A}\mathbf{K}_{X}\mathbf{A}^{T}\) and has therefore independent components (as noted in Observation 5.17). Thus

\[
h(\mathbf{Y}) = h(Y_1, Y_2, \cdots, Y_n) = h(Y_1) + h(Y_2) + \cdots + h(Y_n) \quad (5.2.2)
\]

\[
= \sum_{i=1}^{n} \frac{1}{2} \log_2 [2\pi e \text{Var}(Y_i)] \quad (5.2.3)
\]

\[
= \frac{n}{2} \log_2 (2\pi e) + \frac{1}{2} \log_2 \left[\prod_{i=1}^{n} \text{Var}(Y_i)\right]
\]

\[
= \frac{n}{2} \log_2 (2\pi e) + \frac{1}{2} \log_2 [\det(\mathbf{K}_{Y})] \quad (5.2.4)
\]
\[ = \frac{1}{2} \log_2 (2\pi e)^n + \frac{1}{2} \log_2 [\det (K_X)] \]  
\[ = \frac{1}{2} \log_2 [(2\pi e)^n \det (K_X)] , \]  
(5.2.5)

where (5.2.2) follows by the independence of the random variables \( Y_1, \ldots, Y_n \) (e.g., see Property 7 of Lemma 5.14), (5.2.3) follows from (5.1.1), (5.2.4) holds since the matrix \( K_Y \) is diagonal and hence its determinant is given by the product of its diagonal entries, and (5.2.5) holds since

\[ \det (K_Y) = \det (AK_X A^T) \]
\[ = \det(A) \det (K_X) \det (A^T) \]
\[ = \det(A)^2 \det (K_X) \]
\[ = \det (K_X) , \]

where the last equality holds since \((\det(A))^2 = 1\), as the matrix \( A \) is orthogonal \((A^T = A^{-1} \implies \det(A) = \det(A^T) = 1/|\det(A)|; \) thus, \( \det(A)^2 = 1 \)).

Now invoking Property 10 of Lemma 5.14 and noting that \(|\det(A)| = 1\) yield that

\[ h(Y_1, Y_2, \ldots, Y_n) = h(X_1, X_2, \ldots, X_n) + \log_2 |\det(A)| = h(X_1, X_2, \ldots, X_n) . \]

We therefore obtain using (5.2.6) that

\[ h(X_1, X_2, \ldots, X_n) = \frac{1}{2} \log_2 [(2\pi e)^n \det (K_X)] , \]

hence completing the proof.

An alternate (but rather mechanical) proof to the one presented above consists of directly evaluating the joint differential entropy of \( X \) by integrating \(-f_{X^n}(x^n) \log_2 f_{X^n}(x^n) \) over \( \mathbb{R}^n \); it is left as an exercise. □

**Corollary 5.19 (Hadamard’s inequality)** For any real-valued \( n \times n \) positive-definite matrix \( K = [K_{i,j}]_{i,j=1,\ldots,n} \),

\[ \det(K) \leq \prod_{i=1}^{n} K_{i,i} \]

with equality iff \( K \) is a diagonal matrix, where \( K_{i,i} \) are the diagonal entries of \( K \).
**Proof:** Since every positive-definite matrix is a covariance matrix (e.g., see [122]), let $\mathbf{X} = (X_1, X_2, \ldots, X_n)^T \sim \mathcal{N}_n (\mathbf{0}, \mathbf{K})$ be a jointly Gaussian random vector with zero mean vector and covariance matrix $\mathbf{K}$. Then

\[
\frac{1}{2} \log_2 [(2\pi e)^n \det(\mathbf{K})] = h(X_1, X_2, \ldots, X_n) \quad (5.2.7)
\]

\[
\leq \sum_{i=1}^{n} h(X_i) \quad (5.2.8)
\]

\[
= \sum_{i=1}^{n} \frac{1}{2} \log_2 [2\pi e \text{Var}(X_i)] \quad (5.2.9)
\]

\[
= \frac{1}{2} \log_2 \left( (2\pi e)^n \prod_{i=1}^{n} K_{i,i} \right), \quad (5.2.10)
\]

where (5.2.7) follows from Theorem 5.18, (5.2.8) follows from Property 7 of Lemma 5.14 and (5.2.9)-(5.2.10) hold using (5.1.1) along with the fact that each random variable $X_i \sim \mathcal{N}(0, K_{i,i})$ is Gaussian with zero mean and variance $\text{Var}(X_i) = K_{i,i}$ for $i = 1, 2, \ldots, n$ (as the marginals of a multivariate Gaussian are also Gaussian (e.g., cf. [122])).

Finally, from (5.2.10), we directly obtain that

\[
\det(\mathbf{K}) \leq \prod_{i=1}^{n} K_{i,i},
\]

with equality iff the jointly Gaussian random variables $X_1, X_2, \ldots, X_n$ are independent from each other, or equivalently iff the covariance matrix $\mathbf{K}$ is diagonal. \hfill \Box

The next theorem states that among all real-valued size-$n$ random vectors (of support $\mathbb{R}^n$) with identical mean vector and covariance matrix, the Gaussian random vector has the largest differential entropy.

**Theorem 5.20 (Maximal differential entropy for real-valued random vectors)** Let $\mathbf{X} = (X_1, X_2, \ldots, X_n)^T$ be a real-valued random vector with a joint pdf of support $S_{\mathbf{X}} = \mathbb{R}^n$, mean vector $\mu$, covariance matrix $\mathbf{K}_X$ and finite joint differential entropy $h(X_1, X_2, \ldots, X_n)$. Then

\[
h(X_1, X_2, \ldots, X_n) \leq \frac{1}{2} \log_2 [(2\pi e)^n \det(\mathbf{K}_X)], \quad (5.2.11)
\]

with equality iff $\mathbf{X}$ is Gaussian; i.e., $\mathbf{X} \sim \mathcal{N}_n (\mu, \mathbf{K}_X)$. 
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Proof: We will present the proof in two parts: the scalar or univariate case, and the multivariate case.

(i) Scalar case \((n = 1)\): For a real-valued random variable with support \(S_X = \mathbb{R}\), mean \(\mu\) and variance \(\sigma^2\), let us show that

\[
h(X) \leq \frac{1}{2} \log_2 \left( 2\pi e \sigma^2 \right), \tag{5.2.12}
\]

with equality iff \(X \sim \mathcal{N}(\mu, \sigma^2)\).

For a Gaussian random variable \(Y \sim \mathcal{N}(\mu, \sigma^2)\), using the non-negativity of divergence, can write

\[
0 \leq D(X \| Y) = \int_{\mathbb{R}} f_X(x) \log_2 \frac{f_X(x)}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \, dx - h(X) = -h(X) + \int_{\mathbb{R}} f_X(x) \left[ \log_2 \left( \sqrt{2\pi\sigma^2} \right) + \frac{(x-\mu)^2}{2\sigma^2} \log_2 e \right] \, dx
\]

\[
= -h(X) + \frac{1}{2} \log_2 (2\pi \sigma^2) + \frac{\log_2 e}{2\sigma^2} \int_{\mathbb{R}} (x-\mu)^2 f_X(x) \, dx = -h(X) + \frac{1}{2} \log_2 [2\pi e \sigma^2].
\]

Thus

\[
h(X) \leq \frac{1}{2} \log_2 [2\pi e \sigma^2],
\]

with equality iff \(X = Y\) (almost surely); i.e., \(X \sim \mathcal{N}(\mu, \sigma^2)\).

(ii). Multivariate case \((n > 1)\): As in the proof of Theorem 5.18, we can use an orthogonal square matrix \(A\) (i.e., satisfying \(A^T = A^{-1}\) and hence \(|\det(A)| = 1\)) such that \(AK_XA^T\) is diagonal. Therefore, the random vector generated by the linear map

\[
Z = AX
\]

will have a covariance matrix given by \(K_Z = AK_XA^T\) and hence have uncorrelated (but not necessarily independent) components. Thus

\[
h(X) = h(Z) - \log_2 |\det(A)| = h(Z_1, Z_2, \ldots, Z_n) \leq \sum_{i=1}^{n} h(Z_i) \tag{5.2.14}
\]
\[
\leq \sum_{i=1}^{n} \frac{1}{2} \log_2 [2\pi e \text{Var}(Z_i)] \tag{5.2.15}
\]

\[
= \frac{n}{2} \log_2 (2\pi e) + \frac{1}{2} \log_2 \left[ \prod_{i=1}^{n} \text{Var}(Z_i) \right]
\]

\[
= \frac{1}{2} \log_2 (2\pi e)^n + \frac{1}{2} \log_2 [\det (K_Z)] \tag{5.2.16}
\]

\[
= \frac{1}{2} \log_2 (2\pi e)^n + \frac{1}{2} \log_2 [\det (K_X)] \tag{5.2.17}
\]

\[
= \frac{1}{2} \log_2 [(2\pi e)^n \det (K_X)],
\]

where (5.2.13) holds by Property 10 of Lemma 5.14 and since \( |\det(A)| = 1 \), (5.2.14) follows from Property 7 of Lemma 5.14, (5.2.15) follows from (5.2.12) (the scalar case above), (5.2.16) holds since \( K_Z \) is diagonal, and (5.2.17) follows from the fact that \( \det (K_Z) = \det (K_X) \) (as \( A \) is orthogonal). Finally, equality is achieved in both (5.2.14) and (5.2.15) iff the random variables \( Z_1, Z_2, \ldots, Z_n \) are Gaussian and independent from each other, or equivalently iff \( X \sim N_n (\mu, K_X) \).

\[
\square
\]

**Observation 5.21 (Examples of maximal differential entropy under various constraints)** The following three results can also be shown (the proof is left as an exercise):

1. Among all continuous random variables admitting a pdf with support the interval \((a, b)\), where \( b > a \) are real numbers, the uniformly distributed random variable maximizes differential entropy.

2. Among all continuous random variables admitting a pdf with support the interval \([0, \infty)\), finite mean \( \mu \) and finite differential entropy, the exponentially distributed random variable with parameter (or rate parameter) \( \lambda = 1/\mu \) maximizes differential entropy.

3. Among all continuous random variables admitting a pdf with support \( \mathbb{R} \), finite mean \( \mu \) and finite differential entropy and satisfying \( E[|X - \mu|] = \lambda \), where \( \lambda > 0 \) is a fixed finite parameter, the Laplacian random variable with mean \( \mu \), variance \( 2\lambda^2 \) and pdf

\[
 f_X(x) = \frac{1}{2\lambda} e^{-\frac{|x-\mu|}{\lambda}} \text{ for } x \in \mathbb{R}
\]

maximizes differential entropy.

A systematic approach to finding distributions that maximize differential entropy subject to various support and moments constraints can be found in [57, 297].
Observation 5.22 (Information rates for stationary Gaussian sources)
We close this section by noting that for stationary Gaussian processes \( \{X_i\} \) and \( \{\hat{X}_i\} \), the differential entropy rate, \( \lim_{n \to \infty} \frac{1}{n} h(X^n) \), the divergence rate, \( \lim_{n \to \infty} \frac{1}{n} D(P_{X^n} \| P_{\hat{X}^n}) \), as well as their Rényi counterparts all exist and admit analytical expressions in terms of the sources power spectral densities [166, 147, 280, 114], [107, Table 4].

5.3 AEP for continuous memoryless sources

The AEP theorem and its consequence for discrete memoryless (i.i.d.) sources reveal to us that the number of elements in the typical set is approximately \( 2^{nH(X)} \), where \( H(X) \) is the source entropy, and that the typical set carries almost all the probability mass asymptotically (see Theorems 3.3 and 3.4). An extension of this result from discrete to continuous memoryless sources by just counting the number of elements in a continuous (typical) set defined via a law of large numbers argument is not possible, since the total number of elements in a continuous set is infinite. However, when considering the volume of that continuous typical set (which is a natural analog to the size of a discrete set), such an extension, with differential entropy playing a similar role as entropy, becomes straightforward.

Theorem 5.23 (AEP for continuous memoryless sources) Let \( \{X_i\}_{i=1}^{\infty} \) be a continuous memoryless source (i.e., an infinite sequence of continuous i.i.d. random variables) with pdf \( f_X(\cdot) \) and differential entropy \( h(X) \). Then

\[
-\frac{1}{n} \log f_X(X_1, \ldots, X_n) \to E[-\log_2 f_X(X)] = h(X) \quad \text{in probability.}
\]

Proof: The proof is an immediate result of the law of large numbers (e.g., see Theorem 3.3).

\[ \square \]

Definition 5.24 (Typical set) For \( \delta > 0 \) and any \( n \) given, define the typical set for the above continuous source as

\[
\mathcal{F}_n(\delta) \triangleq \left\{ x^n \in \mathbb{R}^n : \left| -\frac{1}{n} \log_2 f_X(X_1, \ldots, X_n) - h(X) \right| < \delta \right\}.
\]

Definition 5.25 (Volume) The volume of a set \( \mathcal{A} \subset \mathbb{R}^n \) is defined as

\[
\text{Vol}(\mathcal{A}) \triangleq \int_{\mathcal{A}} dx_1 \cdots dx_n.
\]
Theorem 5.26 (Consequence of the AEP for continuous memoryless sources) For a continuous memoryless source \( \{X_i\}_{i=1}^{\infty} \) with differential entropy \( h(X) \), the following hold.

1. For \( n \) sufficiently large, \( P_{X^n}(\mathcal{F}_n(\delta)) > 1 - \delta \).
2. \( \text{Vol}(\mathcal{F}_n(\delta)) \leq 2^n(h(X) + \delta) \) for all \( n \).
3. \( \text{Vol}(\mathcal{F}_n(\delta)) \geq (1 - \delta)2^n(h(X) - \delta) \) for \( n \) sufficiently large.

**Proof:** The proof is quite analogous to the corresponding theorem for discrete memoryless sources (Theorem 3.4) and is left as an exercise. \( \square \)

### 5.4 Capacity and channel coding theorem for the discrete-time memoryless Gaussian channel

We next study the fundamental limits for error-free communication over the discrete-time memoryless Gaussian channel, which is the most important continuous-alphabet channel and is widely used to model real-world wired and wireless channels. We first state the definition of discrete-time continuous-alphabet memoryless channels.

**Definition 5.27 (Discrete-time continuous memoryless channels)** Consider a discrete-time channel with continuous input and output alphabets given by \( \mathcal{X} \subseteq \mathbb{R} \) and \( \mathcal{Y} \subseteq \mathbb{R} \), respectively, and described by a sequence of \( n \)-dimensional transition (conditional) pdfs \( \{f_{Y^n|X^n}(y^n|x^n)\}_{n=1}^{\infty} \) that govern the reception of \( y^n = (y_1, y_2, \cdots, y_n) \in \mathcal{Y}^n \) at the channel output when \( x^n = (x_1, x_2, \cdots, x_n) \in \mathcal{X}^n \) is sent as the channel input.

The channel (without feedback) is said to be memoryless with a given (marginal) transition pdf \( f_{Y^n|X^n} \) if its sequence of transition pdfs \( f_{Y^n|X^n} \) satisfies

\[
f_{Y^n|X^n}(y^n|x^n) = \prod_{i=1}^{n} f_{Y|X}(y_i|x_i) \tag{5.4.1}
\]

for every \( n = 1, 2, \cdots, x^n \in \mathcal{X}^n \) and \( y^n \in \mathcal{Y}^n \).

In practice, the real-valued input to a continuous channel satisfies a certain constraint or limitation on its amplitude or power; otherwise, one would have a realistically implausible situation where the input can take on any value from the uncountably infinite set of real numbers. We will thus impose an *average cost*
constraint \((t, P)\) on any input \(n\)-tuple \(x^n = (x_1, x_2, \cdots, x_n)\) transmitted over the channel by requiring that
\[
\frac{1}{n} \sum_{i=1}^{n} t(x_i) \leq P, \tag{5.4.2}
\]
where \(t(\cdot)\) is a given non-negative real-valued function describing the cost for transmitting an input symbol, and \(P\) is a given positive number representing the maximal average amount of available resources per input symbol.

**Definition 5.28** The capacity (or capacity-cost function) of a discrete-time continuous memoryless channel with input average cost constraint \((t, P)\) is denoted by \(C(P)\) and defined as
\[
C(P) \triangleq \sup_{F_X : E[t(X)] \leq P} I(X; Y) \quad \text{(in bits/channel use)} \tag{5.4.3}
\]
where the supremum is over all input distributions \(F_X\).

**Lemma 5.29 (Concavity of capacity)** If \(C(P)\) as defined in (5.4.3) is finite for any \(P > 0\), then it is concave, continuous and strictly increasing in \(P\).

**Proof:** Fix \(P_1 > 0\) and \(P_2 > 0\). Then since \(C(P)\) is finite for any \(P > 0\), then by the 3rd property in Property A.4, there exist two input distributions \(F_{X_1}\) and \(F_{X_2}\) such that for all \(\epsilon > 0\),
\[
I(X_i; Y_i) \geq C(P_i) - \epsilon \tag{5.4.4}
\]
and
\[
E[t(X_i)] \leq P_i \tag{5.4.5}
\]
where \(X_i\) denotes the input with distribution \(F_{X_i}\) and \(Y_i\) is the corresponding channel output for \(i = 1, 2\). Now, for \(0 \leq \lambda \leq 1\), let \(X_\lambda\) be a random variable with distribution \(F_{X_\lambda} \triangleq \lambda F_{X_1} + (1 - \lambda) F_{X_2}\). Then by (5.4.5)
\[
E_{X_\lambda}[t(X)] = \lambda E_{X_1}[t(X)] + (1 - \lambda) E_{X_2}[t(X)] \leq \lambda P_1 + (1 - \lambda) P_2. \tag{5.4.6}
\]
Furthermore,
\[
C(\lambda P_1 + (1 - \lambda) P_2) = \sup_{F_X : E[t(X)] \leq \lambda P_1 + (1 - \lambda) P_2} I(F_X, f_Y|X) \geq I(F_{X_\lambda}, f_Y|X) \geq \lambda I(F_{X_1}, f_Y|X) + (1 - \lambda) I(F_{X_2}, f_Y|X) = \lambda I(X_1; Y_1) + (1 - \lambda) I(X_2; Y_2) \geq \lambda C(P_1) - \epsilon + (1 - \lambda) C(P_2) - \epsilon,
\]
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where the first inequality holds by (5.4.6), the second inequality follows from
the concavity of the mutual information with respect to its first argument (cf.
Lemma 2.46) and the third inequality follows from (5.4.4). Letting \( \epsilon \to 0 \) yields that
\[
C(\lambda P_1 + (1 - \lambda)P_2) \geq \lambda C(P_1) + (1 - \lambda)C(P_2)
\]
and hence \( C(P) \) is concave in \( P \).

Finally, it can directly be seen by definition that \( C(\cdot) \) is non-decreasing,
which, together with its concavity, imply that it is continuous and strictly in-
creasing.

The most commonly used cost function is the power cost function, \( t(x) = x^2 \),
resulting in the average power constraint \( P \) for each transmitted input \( n \)-tuple:
\[
\frac{1}{n} \sum_{i=1}^{n} x_i^2 \leq P. \tag{5.4.7}
\]

Throughout this chapter, we will adopt this average power constraint on the
channel input.

We herein focus on the discrete-time memoryless Gaussian channel\(^8\) with av-
erage input power constraint \( P \) and establish an operational meaning for the
channel capacity \( C(P) \) as the largest coding rate for achieving reliable commu-
ication over the channel. The channel is described by the following additive
noise equation:
\[
Y_i = X_i + Z_i, \quad \text{for } i = 1, 2, \cdots, \tag{5.4.8}
\]
where \( Y_i, X_i \) and \( Z_i \) are the channel output, input and noise at time \( i \). The input
and noise processes are assumed to be independent from each other and the noise
source \( \{Z_i\}_{i=1}^\infty \) is i.i.d. Gaussian with each \( Z_i \) having mean zero and variance \( \sigma^2 \),
\( Z_i \sim \mathcal{N}(0, \sigma^2) \). Since the noise process is i.i.d, we directly get that the channel
satisfies (5.4.1) and is hence memoryless, where the channel transition pdf is
explicitly given in terms of the noise pdf as follows:
\[
f_{Y|X}(y|x) = f_Z(y - x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-x)^2}{2\sigma^2}}.
\]
As mentioned above, we impose the average power constraint (5.4.7) on the
channel input.

**Observation 5.30** The memoryless Gaussian channel is a good approximating
model for many practical channels such as radio, satellite and telephone line

---

\(^8\)This channel is also commonly referred to as the discrete-time additive white Gaussian
noise (AWGN) channel.
channels. The additive noise is usually due to a multitude of causes, whose
cumulative effect can be approximated via the Gaussian distribution. This is
justified by the Central Limit Theorem which states that for an i.i.d. process
\{U_i\}_{i=1}^{\infty} with mean \( \mu \) and variance \( \sigma^2 \), \( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (U_i - \mu) \) converges in distribu-
tion as \( n \to \infty \) to a Gaussian distributed random variable with mean zero and
variance \( \sigma^2 \) (see Appendix B).

Before proving the channel coding theorem for the above memoryless Gaus-
sian channel with input power constraint \( P \), we first show that its capacity \( C(P) \)
as defined in (5.4.3) with \( t(x) = x^2 \) admits a simple expression in terms of
\( P \) and the channel noise variance \( \sigma^2 \). Indeed, we can write the channel mutual
information \( I(X; Y) \) between its input and output as follows:

\[
I(X; Y) = h(Y) - h(Y|X) \\
= h(Y) - h(X + Z|X) \quad (5.4.9) \\
= h(Y) - h(Z|X) \quad (5.4.10) \\
= h(Y) - h(Z) \quad (5.4.11) \\
= h(Y) - \frac{1}{2} \log_2 (2\pi e \sigma^2), \quad (5.4.12)
\]

where (5.4.9) follows from (5.4.8), (5.4.10) holds since differential entropy is
invariant under translation (see Property 8 of Lemma 5.14), (5.4.11) follows
from the independence of \( X \) and \( Z \), and (5.4.12) holds since \( Z \sim \mathcal{N}(0, \sigma^2) \) is
Gaussian (see (5.1.1)). Now since \( Y = X + Z \), we have that

\[
E[Y^2] = E[X^2] + E[Z^2] + 2E[X]E[Z] = E[X^2] + \sigma^2 + 2E[X](0) \leq P + \sigma^2
\]
since the input in (5.4.3) is constrained to satisfy \( E[X^2] \leq P \). Thus the variance
of \( Y \) satisfies \( \text{Var}(Y) \leq E[Y^2] \leq P + \sigma^2 \), and

\[
h(Y) \leq \frac{1}{2} \log_2 (2\pi e \text{Var}(Y)) \leq \frac{1}{2} \log_2 (2\pi e (P + \sigma^2))
\]

where the first inequality follows by Theorem 5.20 since \( Y \) is real-valued (with
support \( \mathbb{R} \)). Noting that equality holds in the first inequality above iff \( Y \) is
Gaussian and in the second inequality iff \( \text{Var}(Y) = P + \sigma^2 \), we obtain that
choosing the input \( X \) as \( X \sim \mathcal{N}(0, P) \) yields \( Y \sim \mathcal{N}(0, P + \sigma^2) \) and hence max-
mizes \( I(X; Y) \) over all inputs satisfying \( E[X^2] \leq P \). Thus, the capacity of the
discrete-time memoryless Gaussian channel with input average power constraint
\( P \) and noise variance (or power) \( \sigma^2 \) is given by

\[
C(P) = \frac{1}{2} \log_2 (2\pi e (P + \sigma^2)) - \frac{1}{2} \log_2 (2\pi e \sigma^2)
\]
\[
= \frac{1}{2} \log_2 \left(1 + \frac{P}{\sigma^2}\right).
\] (5.4.13)

Note \(P/\sigma^2\) is called the channel’s *signal-to-noise ratio* (SNR) and is usually measured in decibels (dB).\(^9\)

**Definition 5.31** Given positive integers \(n\) and \(M\), and a discrete-time memoryless Gaussian channel with input average power constraint \(P\), a fixed-length data transmission code (or block code) \(\mathcal{C}_n = (n, M)\) for this channel with blocklength \(n\) and rate \(\frac{1}{n} \log_2 M\) message bits per channel symbol (or channel use) consists of:

1. \(M\) information messages intended for transmission.

2. An encoding function

   \[f : \{1, 2, \ldots, M\} \to \mathbb{R}^n\]

   yielding real-valued codewords \(c_1 = f(1), c_2 = f(2), \ldots, c_M = f(M)\),

   where each codeword \(c_m = (c_{m1}, \ldots, c_{mn})\) is of length \(n\) and satisfies the power constraint \(P\)

   \[
   \frac{1}{n} \sum_{i=1}^{n} c_{mi}^2 \leq P,
   \]

   for \(m = 1, 2, \ldots, M\). The set of these \(M\) codewords is called the codebook and we usually write \(\mathcal{C}_n = \{c_1, c_2, \ldots, c_M\}\) to list the codewords.

3. A decoding function \(g : \mathbb{R}^n \to \{1, 2, \ldots, M\}\).

As in Chapter 4, we assume that a message \(W\) follows a uniform distribution over the set of messages: \(\Pr[W = w] = \frac{1}{M}\) for all \(w \in \{1, 2, \ldots, M\}\). Similarly, to convey message \(W\) over the channel, the encoder sends its corresponding codeword \(X^n = f(W) \in \mathcal{C}_n\) at the channel input. Finally, \(Y^n\) is received at the channel output and the decoder yields \(\hat{W} = g(Y^n)\) as the message estimate. Also, the average probability of error for this block code used over the memoryless Gaussian channel is defined as

\[
P_e(\mathcal{C}_n) \triangleq \frac{1}{M} \sum_{w=1}^{M} \lambda_w(\mathcal{C}_n),
\]

where

\[
\lambda_w(\mathcal{C}_n) \triangleq \Pr[\hat{W} \neq W | W = w]
\]

\(^9\)More specifically, \(\text{SNR}_{\text{dB}} \triangleq 10 \log_{10} \text{SNR} \text{ in dB.}\)
is the code’s conditional probability of decoding error given that message \( w \) is sent over the channel. Here
\[
f_{Y^n|X^n}(y^n|x^n) = \prod_{i=1}^{n} f_{Y|X}(y_i|x_i)
\]
as the channel is memoryless, where \( f_{Y|X} \) is the channel’s transition pdf.

We next prove that for a memoryless Gaussian channel with input average power constraint \( P \), its capacity \( C(P) \) has an operational meaning in the sense that it is the supremum of all rates for which there exists a sequence of data transmission block codes satisfying the power constraint and having a probability of error that vanishes with increasing blocklength.

**Theorem 5.32 (Shannon’s coding theorem for the memoryless Gaussian channel)** Consider a discrete-time memoryless Gaussian channel with input average power constraint \( P \), channel noise variance \( \sigma^2 \) and capacity \( C(P) \) as given by (5.4.13).

- **Forward part (achievability):** For any \( \varepsilon \in (0, 1) \), there exist \( 0 < \gamma < 2\varepsilon \) and a sequence of data transmission block code \( \{ \mathcal{C}_n = (n, M_n) \}_{n=1}^{\infty} \) satisfying
  \[
  \frac{1}{n} \log_2 M_n > C(P) - \gamma
  \]
  with each codeword \( c = (c_1, c_2, \ldots, c_n) \) in \( \mathcal{C}_n \) satisfying
  \[
  \frac{1}{n} \sum_{i=1}^{n} c_i^2 \leq P
  \tag{5.4.14}
  \]
such that the probability of error \( P_e(\mathcal{C}_n) < \varepsilon \) for sufficiently large \( n \).

- **Converse part:** If for any sequence of data transmission block codes \( \{ \mathcal{C}_n = (n, M_n) \}_{n=1}^{\infty} \) whose codewords satisfy (5.4.14), we have that
  \[
  \liminf_{n \to \infty} \frac{1}{n} \log_2 M_n > C(P),
  \]
then the codes’ probability of error \( P_e(\mathcal{C}_n) \) is bounded away from zero for all \( n \) sufficiently large.
Proof of the forward part: The theorem holds trivially when $C(P) = 0$ because we can choose $M_n = 1$ for every $n$ and have $P_e(\mathcal{C}_n) = 0$. Hence, we assume without loss of generality $C(P) > 0$.

Step 0:

Take a positive $\gamma$ satisfying $\gamma < \min\{2\varepsilon, C(P)\}$. Pick $\xi > 0$ small enough such that $2[C(P) - C(P - \xi)] < \gamma$, where the existence of such $\xi$ is assured by the strictly increasing property of $C(P)$. Hence, we have $C(P - \xi) - \gamma/2 > C(P) - \gamma > 0$. Choose $M_n$ to satisfy

$$C(P - \xi) - \frac{\gamma}{2} > \frac{1}{n} \log_2 M_n > C(P) - \gamma,$$

for which the choice should exist for all sufficiently large $n$. Take $\delta = \gamma/8$. Let $F_X$ be the distribution that achieves $C(P - \xi)$, where $C(P)$ is given by (5.4.13). In this case, $F_X$ is the Gaussian distribution with mean zero and variance $P - \xi$ and admits a pdf $f_X$. Hence, $E[X^2] \leq P - \xi$ and $I(X; Y) = C(P - \xi)$.

Step 1: Random coding with average power constraint.

Randomly draw $M_n$ codewords according to pdf $f_X^n$ with

$$f_X^n(x^n) = \prod_{i=1}^n f_X(x_i).$$

By the law of large numbers, each randomly selected codeword

$$c_m = (c_{m1}, \ldots, c_{mn})$$

satisfies

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n c_{mi}^2 = E[X^2] \leq P - \xi$$

for $m = 1, 2, \ldots, M_n$.

Step 2: Code construction.

For $M_n$ selected codewords $\{c_1, \ldots, c_{M_n}\}$, replace the codewords that violate the power constraint (i.e., (5.4.14)) by an all-zero (default) codeword 0. Define the encoder as

$$f_n(m) = c_m \quad \text{for} \quad 1 \leq m \leq M_n.$$

Given a received output sequence $y^n$, the decoder $g_n(\cdot)$ is given by

$$g_n(y^n) = \begin{cases} m, & \text{if } (c_m, y^n) \in \mathcal{F}_n(\delta) \text{ and } (\forall m' \neq m) (c_{m'}, y^n) \notin \mathcal{F}_n(\delta), \\ \text{arbitrary,} & \text{otherwise,} \end{cases}$$

185
where the set
\[
F_n(\delta) \triangleq \left\{ (x^n, y^n) \in \mathcal{X}^n \times \mathcal{Y}^n : \left| -\frac{1}{n} \log_2 f_{X^nY^n}(x^n, y^n) - h(X, Y) \right| < \delta, \right. \\
\left. \quad \left| -\frac{1}{n} \log_2 f_{X^n}(x^n) - h(X) \right| < \delta, \right. \\
\left. \left| -\frac{1}{n} \log_2 f_{Y^n}(y^n) - h(Y) \right| < \delta \right\}
\]
is generated by \( f_{X^nY^n}(x^n, y^n) = \prod_{i=1}^{n} f_{X, Y}(x_i, y_i) \) where \( f_{X^nY^n}(x^n, y^n) \) is the joint input-output pdf realized when the memoryless Gaussian channel (with \( n \)-fold transition pdf \( f_{Y^n|X^n}(y^n|x^n) = \prod_{i=1}^{n} f_{Y|X}(y_i|x_i) \)) is driven by input \( X^n \) with pdf \( f_{X^n}(x^n) = \prod_{i=1}^{n} f_X(x_i) \) (where \( f_X \) achieves \( C(P - \xi) \)).

**Step 3: Conditional probability of error.**

Let \( \lambda_m \) denote the conditional error probability given codeword \( m \) is transmitted. Define
\[
\mathcal{E}_0 \triangleq \left\{ x^n \in \mathcal{X}^n : -\frac{1}{n} \sum_{i=1}^{n} x_i^2 > P \right\}.
\]

Then by following similar argument as (4.3.4), \(^{10}\) we get:
\[
E[\lambda_m] \leq P_{X^n}(\mathcal{E}_0) + P_{X^n,Y^n}(F_n^c(\delta))
\]

\(^{10}\)In this proof, specifically, (4.3.3) becomes:
\[
\lambda_m(\mathcal{E}_n) \leq \int_{y^n \notin F_n(\delta|c_m)} f_{Y^n|X^n}(y^n|c_m) \, dy^n + \sum_{m' = 1}^{M_n} \int_{y^n \in F_n(\delta|c_{m'})} f_{Y^n|X^n}(y^n|c_{m'}) \, dy^n.
\]

By taking expectation with respect to the \( m^{th} \) codeword-selecting distribution \( f_{X^n}(c_m) \), we obtain
\[
E[\lambda_m] = \int_{c_m \in \mathcal{X}^n} f_{X^n}(c_m) \lambda_m(\mathcal{E}_n) \, dc_m
\]
\[
= \int_{c_m \in \mathcal{X}^n \cap \mathcal{E}_0} f_{X^n}(c_m) \lambda_m(\mathcal{E}_n) \, dc_m + \int_{c_m \in \mathcal{X}^n \cap \mathcal{E}_0^c} f_{X^n}(c_m) \lambda_m(\mathcal{E}_n) \, dc_m
\]
\[
\leq \int_{c_m \in \mathcal{E}_0} f_{X^n}(c_m) \, dc_m + \int_{c_m \in \mathcal{X}^n \cap \mathcal{E}_0^c} f_{X^n}(c_m) \lambda_m(\mathcal{E}_n) \, dc_m
\]
\[
\leq P_{X^n}(\mathcal{E}_0) + \int_{c_m \in \mathcal{X}^n} \int_{y^n \notin F_n(\delta|c_m)} f_{X^n}(c_m) f_{Y^n|X^n}(y^n|c_m) \, dy^n \, dc_m
\]
\[
+ \sum_{m = 1}^{M_n} \int_{y^n \in F_n(\delta|c_{m'})} f_{X^n}(c_m) f_{Y^n|X^n}(y^n|c_m) \, dy^n \, dc_m.
\]
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\begin{equation}
\sum_{m' \neq m}^{M_n} \int_{c_m \in \mathcal{X}^n} \int_{y^n \in \mathcal{F}_n(\delta|e_{m'})} f_{X^n,Y^n}(c_m, y^n) \, dy^n \, dc_m, \tag{5.4.15}
\end{equation}

where

\[ \mathcal{F}_n(\delta|x^n) \triangleq \{ y^n \in \mathcal{Y}^n : (x^n, y^n) \in \mathcal{F}_n(\delta) \}. \]

Note that the additional term \( P_{X^n}(E_0) \) in (5.4.15) is to cope with the errors due to all-zero codeword replacement, which will be less than \( \delta \) for all sufficiently large \( n \) by the law of large numbers. Finally, by carrying out a similar procedure as in the proof of the channel coding theorem for discrete channels (cf. page 123), we obtain:

\[
E[P_e(C_n)] \leq P_{X^n}(E_0) + P_{X^n,Y^n}(\mathcal{F}_n(\delta)) + M_n \cdot 2^{n(h(X,Y)+\delta)} 2^{-n(h(X)-\delta) - n(h(Y)-\delta)} \\
\leq P_{X^n}(E_0) + P_{X^n,Y^n}(\mathcal{F}_n(\delta)) + 2^{n(E(P-\varepsilon)-4\delta)} \cdot 2^{-n(I(X;Y)-3\delta)} \\
= P_{X^n}(E_0) + P_{X^n,Y^n}(\mathcal{F}_n(\delta)) + 2^{-n\delta}.
\]

Accordingly, we can make the average probability of error, \( E[P_e(C_n)] \), less than \( 3\delta = 3\gamma/8 < 3\varepsilon/4 < \varepsilon \) for all sufficiently large \( n \).

\[ \Box \]

**Proof of the converse part:** Consider an \((n, M_n)\) block data transmission code satisfying the power constraint (5.4.14) with encoding function

\[ f_n : \{1, 2, \ldots, M_n\} \rightarrow \mathcal{X}^n \]

and decoding function

\[ g_n : \mathcal{Y}^n \rightarrow \{1, 2, \ldots, M_n\}. \]

Since the message \( W \) is uniformly distributed over \( \{1, 2, \ldots, M_n\} \), we have \( H(W) = \log_2 M_n \). Since \( W \rightarrow X^n = f_n(W) \rightarrow Y^n \) forms a Markov chain (as \( Y^n \) only depends on \( X^n \)), we obtain by the data processing lemma that

\[ I(W; Y^n) \leq I(X^n; Y^n). \]

We can also bound \( I(X^n; Y^n) \) by \( C(P) \) as follows:

\[
I(X^n; Y^n) \leq \sup_{F_{X^n} : (1/n) \sum_{i=1}^{n} E[X^2_i] \leq P} I(X^n; Y^n) \\
\leq \sup_{F_{X^n} : (1/n) \sum_{i=1}^{n} E[X^2_i] \leq P} \sum_{j=1}^{n} I(X_j; Y_j) \quad \text{(by Theorem 2.21)} \\
= \sup_{(P_1, P_2, \ldots, P_n) : (1/n) \sum_{i=1}^{n} P_i = P} \sup_{F_{X^n} : (\forall i) \ E[X^2_i] \leq P_i} \sum_{j=1}^{n} I(X_j; Y_j) \\
\leq \sup_{(P_1, P_2, \ldots, P_n) : (1/n) \sum_{i=1}^{n} P_i = P} \sum_{j=1}^{n} \sup_{F_{X^n} : (\forall i) \ E[X^2_i] \leq P_i} I(X_j; Y_j)
\]
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\[
\begin{align*}
&= \sup_{(P_1, P_2, \ldots, P_n) : (1/n) \sum_{i=1}^{n} P_i = P} \sum_{j=1}^{n} \sup_{F_{X_j} : E[X_j] \leq P_j} I(X_j; Y_j) \\
&= \sup_{(P_1, P_2, \ldots, P_n) : (1/n) \sum_{i=1}^{n} P_i = P} \sum_{j=1}^{n} C(P_j) \\
&= \sup_{(P_1, P_2, \ldots, P_n) : (1/n) \sum_{i=1}^{n} P_i = P} \frac{1}{n} \sum_{j=1}^{n} C(P_j) \\
&\leq \sup_{(P_1, P_2, \ldots, P_n) : (1/n) \sum_{i=1}^{n} P_i = P} nC \left( \frac{1}{n} \sum_{j=1}^{n} P_j \right) \quad \text{(by concavity of } C(P)\text{)} \\
&= nC(P).
\end{align*}
\]

Consequently, recalling that \( P_e(\mathcal{C}_n) \) is the average error probability incurred by guessing \( W \) from observing \( Y^n \) via the decoding function \( g_n : \mathcal{Y}^n \rightarrow \{1, 2, \ldots, M_n\} \), we get

\[
\log_2 M_n = H(W) = H(W|Y^n) + I(W; Y^n) \\
\leq H(W|Y^n) + I(X^n; Y^n) \\
\leq h_b(P_e(\mathcal{C}_n)) + P_e(\mathcal{C}_n) \cdot \log_2(|W| - 1) + nC(P) \quad \text{(by Fano’s inequality)} \\
\leq 1 + P_e(\mathcal{C}_n) \cdot \log_2(M_n - 1) + nC(P), \\
\text{(by the fact that } (\forall t \in [0, 1]) \ h_b(t) \leq 1) \\
< 1 + P_e(\mathcal{C}_n) \cdot \log_2 M_n + nC(P),
\]

which implies that

\[
P_e(\mathcal{C}_n) > 1 - \frac{C(P)}{(1/n) \log_2 M_n} - \frac{1}{\log_2 M_n}.
\]

So if \( \liminf_{n \to \infty} (1/n) \log_2 M_n > C(P) \), then there exists \( \delta > 0 \) and an integer \( N \) such that for \( n \geq N \),

\[
\frac{1}{n} \log_2 M_n > C(P) + \delta.
\]

Hence, for \( n \geq N_0 \triangleq \max\{N, 2/\delta\} \),

\[
P_e(\mathcal{C}_n) \geq 1 - \frac{C(P)}{C(P) + \delta} - \frac{1}{n(C(P) + \delta)} \geq \frac{\delta}{2(C(P) + \delta)}.
\]

\( \square \)

We next show that among all power-constrained continuous memoryless channels with additive noise admitting a pdf, choosing a Gaussian distributed noise
yields the smallest channel capacity. In other words, the memoryless Gaussian model results in the most pessimistic (smallest) capacity within the class of additive-noise continuous memoryless channels.

**Theorem 5.33 (Gaussian noise minimizes capacity of additive-noise channels)** Every discrete-time continuous memoryless channel with additive noise (admitting a pdf) of mean zero and variance $\sigma^2$ and input average power constraint $P$ has its capacity $C(P)$ lower bounded by the capacity of the memoryless Gaussian channel with identical input constraint and noise variance:

$$C(P) \geq \frac{1}{2} \log_2 \left( 1 + \frac{P}{\sigma^2} \right).$$

**Proof:** Let $f_{Y|X}$ and $f_{Y_g|X_g}$ denote the transition pdfs of the additive-noise channel and the Gaussian channel, respectively, where both channels satisfy input average power constraint $P$. Let $Z$ and $Z_g$ respectively denote their zero-mean noise variables of identical variance $\sigma^2$.

Writing the mutual information in terms of the channel’s transition pdf and input distribution as in Lemma 2.46, then for any Gaussian input with pdf $f_{X_g}$ with corresponding outputs $Y$ and $Y_g$ when applied to channels $f_{Y|X}$ and $f_{Y_g|X_g}$, respectively, we have that

$$I(f_{X_g}, f_{Y|X}) - I(f_{X_g}, f_{Y_g|X_g})$$

$$= \int_x \int_y f_{X_g}(x) f_Z(y - x) \log_2 \frac{f_Z(y - x)}{f_Y(y)} dy dx$$

$$- \int_x \int_y f_{X_g}(x) f_{Z_g}(y - x) \log_2 \frac{f_{Z_g}(y - x)}{f_{Y_g}(y)} dy dx$$

$$= \int_x \int_y f_{X_g}(x) f_Z(y - x) \log_2 \frac{f_Z(y - x)}{f_Y(y)} dy dx$$

$$- \int_x \int_y f_{X_g}(x) f_{Z_g}(y - x) \log_2 \frac{f_{Z_g}(y - x)}{f_{Y_g}(y)} dy dx$$

$$= \int_x \int_y f_{X_g}(x) f_Z(y - x) \log_2 \frac{f_Z(y - x)}{f_{Y_g}(y)} dy dx$$

$$\geq \int_x \int_y f_{X_g}(x) f_Z(y - x) (\log_2 e) \left( 1 - \frac{f_{Z_g}(y - x) f_Y(y)}{f_Z(y - x) f_{Y_g}(y)} \right) dy dx$$

$$= (\log_2 e) \left[ 1 - \int_y \frac{f_Y(y)}{f_{Y_g}(y)} \left( \int_x f_{X_g}(x) f_{Z_g}(y - x) dx \right) dy \right]$$

$$= 0,$$

with equality holding in the inequality iff

$$\frac{f_Y(y)}{f_{Y_g}(y)} = \frac{f_Z(y - x)}{f_{Z_g}(y - x)}.$$
for all $x$ and $y$. Therefore,

$$\frac{1}{2} \log_2 \left(1 + \frac{P}{\sigma^2}\right) = \sup_{F_X : E[X^2] \leq P} I(F_X, f_{Y|X})$$

$$= I(f_{X^*}, f_{Y^*|X})$$

$$\leq I(f_{X^*}, f_{Y|X})$$

$$\leq \sup_{F_X : E[X^2] \leq P} I(F_X, f_{Y|X})$$

$$= C(P),$$

thus completing the proof.

**Observation 5.34 (Channel coding theorem for continuous memoryless channels)** We point out that Theorem 5.32 can be generalized to a wide class of discrete-time continuous memoryless channels with input cost constraint (5.4.2) where the cost function $t(\cdot)$ is arbitrary, by showing that

$$C(P) \triangleq \sup_{F_X : E[t(X)] \leq P} I(X; Y)$$

is the largest rate for which there exist block codes for the channel satisfying (5.4.2) which are reliably good (i.e., with asymptotically vanishing error probability).

The proof is quite similar to that of Theorem 5.32, except that some modifications are needed in the forward part as for a general (non-Gaussian) channel, the input distribution $F_X$ used to construct the random code may not admit a pdf (e.g., cf. [98, Chapter 7], [297, Theorem 11.14]).

**Observation 5.35 (Capacity of memoryless fading channels)** We briefly examine the capacity of the memoryless fading channel, which is widely used to model wireless communications channels [221, 112, 275]. The channel is described by the following multiplicative and additive noise equation:

$$Y_i = A_i X_i + Z_i, \quad \text{for } i = 1, 2, \ldots,$$

(5.4.16)

where $Y_i$, $X_i$, $Z_i$ and $A_i$ are the channel output, input, additive noise and amplitude fading coefficient (or gain) at time $i$. It is assumed that the fading process $\{A_i\}$ and the noise process $\{Z_i\}$ are each i.i.d. and that they are independent of each other and of the input process. As in the case of the memoryless Gaussian (AWGN) channel, the input power constraint is given by $P$ and the noise $\{Z_i\}$ is Gaussian with $Z_i \sim N(0, \sigma^2)$. The fading coefficients $A_i$ are typically Rayleigh or Rician distributed [112]. In both cases, we assume that $E[A_i^2] = 1$ so that the channel SNR is unchanged as $P/\sigma^2$. 
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Note setting $A_i = 1$ for all $i$ in (5.4.16) reduces the channel to the AWGN channel in (5.4.8). We next examine the effect of the random fading coefficient on the channel’s capacity. We consider two scenarios regularly considered in the literature: (1) the fading coefficients are known at the receiver, and (2) the fading coefficients are known at both the receiver and the transmitter.\footnote{For other scenarios, see \cite{112, 275}.}

1. **Capacity of the fading channel with decoder side information:** A common assumption used in many wireless communication systems is that the decoder knows the values of the fading coefficients at each time instant; in this case, we say that the channel has decoder side information (DSI). This assumption is realistic for wireless systems where the fading amplitudes change slowly with respect to the transmitted codeword so that the decoder can acquire knowledge of the fading coefficients via the use of pre-arranged pilots signals. In this case, as both $A$ and $Y$ are known at the receiver, we can consider $(Y, A)$ as the channel’s output and thus aim to maximize

$$I(X; A, Y) = I(X; A) + I(X; Y|A) = I(X; Y|A)$$

where $I(X; A) = 0$ since $X$ and $A$ are independent from each other. Thus the channel capacity in this case, $C_{DSI}(P)$, can be solved as in the case of the AWGN channel (with the minor change of having the input scaled by the fading) to obtain:

$$C_{DSI}(P) = \sup_{F_X: E[X^2] \leq P} I(X; Y|A) = \sup_{F_X: E[X^2] \leq P} [h(Y|A) - h(Y|X, A)]$$

$$= E_A \left[ \frac{1}{2} \log_2 \left( 1 + \frac{A^2 P}{\sigma^2} \right) \right] \quad (5.4.17)$$

where the expectation is taken with respect to the fading distribution. Note that the capacity achieving distribution here is also Gaussian with mean zero and variance $P$ and is independent of the fading coefficient.

At this point, it is natural to compare the capacity in (5.4.17) with that of the AWGN channel in (5.4.13). In light of the concavity of the logarithm and using Jensen’s inequality (in Theorem B.18), we readily obtain that

$$C_{DSI}(P) = E_A \left[ \frac{1}{2} \log_2 \left( 1 + \frac{A^2 P}{\sigma^2} \right) \right]$$

$$\leq \frac{1}{2} \log_2 \left( 1 + \frac{E[A^2|P]}{\sigma^2} \right)$$
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\[ \frac{1}{2} \log_2 \left( 1 + \frac{P}{\sigma^2} \right) \triangleq C_G(P) \]  

(5.4.18)

which is the capacity of the AWGN channel with identical SNR, and where the last step follows since \( E[A^2] = 1 \). Thus we conclude that fading degrades capacity as \( C_{DSI}(P) \leq C_G(P) \).

2. Capacity of the fading channel with full side information: We next assume that the both the receiver and the transmitter have knowledge of the fading coefficients; this is the case of the fading channel with full side information (FSI). This assumption applies to situations where there exists a reliable and fast feedback channel in the reverse direction where the decoder can communicate its knowledge of the fading process to the encoder. In this case, the transmitter can adaptively adjust its input power according to the value of the fading coefficient. It can be shown (e.g., see [275]) using Lagrange multipliers that the capacity in this case is given by

\[
C_{FSI}(P) = E_A \left[ \sup_{p(\cdot):E_A[p(A)]=P} \frac{1}{2} \log_2 \left( 1 + \frac{A^2 p(A)}{\sigma^2} \right) \right] 
\]

(5.4.19)

where

\[
p^*(a) = \max \left( 0, \frac{1}{\lambda} - \frac{\sigma^2}{a^2} \right)
\]

and \( \lambda \) satisfies \( E_A[p(A)] = P \). The optimal power allotment \( p^*(A) \) above is a so-called water-filling allotment, which we examine in more detail in the next section in the case of parallel AWGN channels.

Finally, we note that real-world wireless channels are often not memoryless; they exhibit statistical temporal memory in their fading process [55] and as a result signals traversing the channels are distorted in a bursty fashion. We refer the reader to [7, 76, 88, 98, 108, 156, 199, 212, 213, 214, 215, 238, 243, 277, 301, 302] and the references therein for models of channels with memory and for finite-state Markov channel models which characterize the behavior of time-correlated fading channels in various settings.

### 5.5 Capacity of uncorrelated parallel Gaussian channels:

#### The water-filling principle

Consider a network of \( k \) mutually-independent discrete-time memoryless Gaussian channels with respective positive noise powers (variances) \( \sigma_1^2, \sigma_2^2, \ldots, \sigma_k^2 \).
If one wants to transmit information using these channels simultaneously (in parallel), what will be the system’s channel capacity, and how should the signal powers for each channel be apportioned given a fixed overall power budget? The answer to the above question lies in the so-called water-filling or water-pouring principle.

Theorem 5.36 (Capacity of uncorrelated parallel Gaussian channels)
The capacity of $k$ uncorrelated parallel Gaussian channels under an overall input power constraint $P$ is given by

$$C(P) = \sum_{i=1}^{k} \frac{1}{2} \log_2 \left( 1 + \frac{P_i}{\sigma_i^2} \right),$$

where $\sigma_i^2$ is the noise variance of channel $i$, $P_i = \max\{0, \theta - \sigma_i^2\}$, and $\theta$ is chosen to satisfy $\sum_{i=1}^{k} P_i = P$. This capacity is achieved by a tuple of independent Gaussian inputs $(X_1, X_2, \cdots, X_k)$, where $X_i \sim \mathcal{N}(0, P_i)$ is the input to channel $i$, for $i = 1, 2, \cdots, k$.

**Proof:** By definition,

$$C(P) = \sup_{F_{X^k} : \sum_{i=1}^{k} E[X_i^2] \leq P} I(X^k; Y^k).$$

Since the noise random variables $Z_1, \ldots, Z_k$ are independent from each other,

$$I(X^k; Y^k) = h(Y^k) - h(Y^k|X^k)$$

$$= h(Y^k) - h(Z^k + X^k|X^k)$$

$$= h(Y^k) - h(Z^k|X^k)$$

$$= h(Y^k) - h(Z^k)$$

$$= h(Y^k) - \sum_{i=1}^{k} h(Z_i)$$

$$\leq \sum_{i=1}^{k} h(Y_i) - \sum_{i=1}^{k} h(Z_i)$$

$$\leq \sum_{i=1}^{k} \frac{1}{2} \log_2 \left( 1 + \frac{P_i}{\sigma_i^2} \right),$$

where the first inequality follows from the chain rule for differential entropy and the fact that conditioning cannot increase differential entropy, and the second
inequality holds since output $Y_i$ of channel $i$ due to input $X_i$ with $E[X_i^2] = P_i$ has its differential entropy maximized if it is Gaussian distributed with zero-mean and variance $P_i + \sigma_i^2$. Equalities hold above if all the $X_i$ inputs are independent of each other with each input $X_i \sim \mathcal{N}(0, P_i)$ such that $\sum_{i=1}^k P_i = P$.

Thus the problem is reduced to finding the power allotment that maximizes the overall capacity subject to the constraint $\sum_{i=1}^k P_i = P$ with $P_i \geq 0$. By using the Lagrange multiplier technique and verifying the KKT condition (see Example B.21 in Appendix B.8), the maximizer $(P_1, \ldots, P_k)$ of

$$\max \left\{ \sum_{i=1}^k \frac{1}{2} \log_2 \left( 1 + \frac{P_i}{\sigma_i^2} \right) + \sum_{i=1}^k \lambda_i P_i - \nu \left( \sum_{i=1}^k P_i - P \right) \right\}$$

can be found by taking the derivative of the above equation (with respect to $P_i$) and setting it to zero, which yields

$$\lambda_i = \begin{cases} -\frac{1}{2 \ln(2)} \frac{1}{P_i + \sigma_i^2} + \frac{1}{P_i} + \nu = 0, & \text{if } P_i > 0; \\ -\frac{1}{2 \ln(2)} \frac{1}{P_i + \sigma_i^2} + \nu \geq 0, & \text{if } P_i = 0. \end{cases}$$

Hence,

$$\begin{cases} P_i = \theta - \sigma_i^2, & \text{if } P_i > 0; \\ P_i \geq \theta - \sigma_i^2, & \text{if } P_i = 0, \end{cases} \quad \text{(equivalently, } P_i = \max\{0, \theta - \sigma_i^2\}\text{)},$$

where $\theta \triangleq \log_2 e/(2\nu)$ is chosen to satisfy $\sum_{i=1}^k P_i = P$. \hfill \Box$

We illustrate the above result in Figure 5.1 and elucidate why the $P_i$ power allotments form a water-filling (or water-pouting) scheme. In the figure, we have a vessel where the height of each of the solid bins represents the noise power of each channel (while the width is set to unity so that the area of each bin yields the noise power of the corresponding Gaussian channel). We can thus visualize the system as a vessel with an uneven bottom where the optimal input signal allocation $P_i$ to each channel is realized by pouring an amount $P$ units of water into the vessel (with the resulting overall area of filled water equal to $P$). Since the vessel has an uneven bottom, water is unevenly distributed among the bins: noisier channels are allotted less signal power (note that in this example, channel 3, whose noise power is largest, is given no input power at all and is hence not used).

Observation 5.37 (Practical considerations) According to the water-filling principle, one needs to use capacity-achieving Gaussian inputs and allocate more power to less noisy channels for the optimization of channel capacity. However,
Gaussian inputs do not fit digital communication systems in practice. One may then wonder what is the optimal power allocation scheme when the channel inputs are practically dictated to be discrete in value, such as inputs used in conjunction with binary phase-shift keying (BPSK), quadrature phase-shift keying (QPSK), or 16 quadrature-amplitude modulation (16-QAM) signaling. Surprisingly under certain conditions, the answer is different from the water-filling principle. By characterizing the relationship between mutual information and minimum mean square error (MMSE) [124], the optimal power allocation for parallel AWGN channels with inputs constrained to be discrete is established in [184], resulting in a new graphical power allocation interpretation called the mercury/water-filling principle: mercury of proper amounts [184, eq. (43)] must be individually poured into each channel bin before water of amount $P = \sum_{i=1}^{k} P_i$ is added to the vessel. It is thus named because mercury is heavier than water and does not dissolve in it; so it can play the role of pre-adjuster of bin heights. This line of inquiry concludes with the observation that when the total transmission power $P$ is small, the strategy that maximizes capacity follows approximately the equal SNR principle; i.e., a larger power should be allotted to a noisier channel to optimize capacity.

Furthermore, it was found in [287] that when the channel’s additive noise is no longer Gaussian, the mercury adjustment fails to interpret the optimal power allocation scheme. For additive Gaussian noise with arbitrary discrete inputs, the pre-adjustment before the water pouring step is always upward; hence, the mercury-filling scheme is used to increase bin heights. However, since the pre-
adjustment of bin heights can generally be in both upward and downward directions for channels with non-Gaussian noise, the use of the name mercury/water filling becomes inappropriate (see [287, Example 1] for quaternary-input additive Laplacian noise channels). In this case, the graphical interpretation of the optimal power allocation scheme is simply named two-phase water-filling principle [287].

We end this observation by emphasizing that a vital measure for practical digital communication systems is the effective transmission rate subject to an acceptably small decoding error rate (e.g., an overall bit error probability \( \leq 10^{-5} \)). Instead, researchers typically adopt channel capacity as a design criterion in order to make the analysis tractable and obtain a simple reference scheme for practical systems.

### 5.6 Capacity of correlated parallel Gaussian channels

In the previous section, we considered a network of \( k \) parallel discrete-time memoryless Gaussian channels in which the noise samples from different channels are independent from each other. We found out that the power allocation strategy that maximizes the system’s capacity is given by the water-filling scheme. We next study a network of \( k \) parallel memoryless Gaussian channels where the noise variables from different channels are correlated. Surprisingly, we obtain that water-filling provides also the optimal power allotment policy.

Let \( K_Z \) denote the covariance matrix of the noise tuple \((Z_1, Z_2, \ldots, Z_k)\), and let \( K_X \) denote the covariance matrix of the system input \((X_1, \ldots, X_k)\), where we assume (without loss of the generality) that each \( X_i \) has zero mean. We assume that \( K_Z \) is positive definite. The input power constraint becomes

\[
\sum_{i=1}^{k} E[X_i^2] = \text{tr}(K_X) \leq P,
\]

where \( \text{tr}(\cdot) \) denotes the trace of the \( k \times k \) matrix \( K_X \). Since in each channel, the input and noise variables are independent from each other, we have

\[
I(X^k; Y^k) = h(Y^k) - h(Y^k|X^k) = h(Y^k) - h(Z^k + X^k|X^k) = h(Y^k) - h(Z^k|X^k) = h(Y^k) - h(Z^k).
\]

Since \( h(Z^k) \) is not determined by the input, determining the system’s capacity reduces to maximizing \( h(Y^k) \) over all possible inputs \((X_1, \ldots, X_k)\) satisfying the power constraint.
Now observe that the covariance matrix of $Y^k$ is equal to $K_Y = K_X + K_Z$, which implies by Theorem 5.20 that the differential entropy of $Y^k$ is upper bounded by

$$h(Y^k) \leq \frac{1}{2} \log_2 [(2\pi e)^k \det(K_X + K_Z)],$$

with equality iff $Y^k$ Gaussian. It remains to find out whether we can find inputs $(X_1, \ldots, X_k)$ satisfying the power constraint which achieve the above upper bound and maximize it.

As in the proof of Theorem 5.18, we can orthogonally diagonalize $K_Z$ as

$$K_Z = A \Lambda A^T,$$

where $AA^T = I_k$ (and thus $\det(A)^2 = 1$), $I_k$ is the $k \times k$ identity matrix, and $\Lambda$ is a diagonal matrix with positive diagonal components consisting of the eigenvalues of $K_Z$ (as $K_Z$ is positive definite). Then

$$\det(K_X + K_Z) = \det(K_X + A \Lambda A^T)
= \det(AA^T K_X A A^T + A \Lambda A^T)
= \det(A) \cdot \det(A^T K_X A + \Lambda) \cdot \det(A^T)
= \det(A^T K_X A + \Lambda)
= \det(B + \Lambda),$$

where $B \triangleq A^T K_X A$. Since for any two matrices $C$ and $D$, $\text{tr}(CD) = \text{tr}(DC)$, we have that

$$\text{tr}(B) = \text{tr}(A^T K_X A) = \text{tr}(AA^T K_X) = \text{tr}(I_k K_X) = \text{tr}(K_X).$$

Thus the capacity problem is further transformed to maximizing $\det(B + \Lambda)$ subject to $\text{tr}(B) \leq P$.

By observing that $B + \Lambda$ is positive definite (because $\Lambda$ is positive definite) and using Hadamard’s inequality given in Corollary 5.19, we have

$$\det(B + \Lambda) \leq \prod_{i=1}^k (B_{ii} + \lambda_i),$$

where $\lambda_i$ is the component of matrix $\Lambda$ locating at $i$th row and $i$th column, which is exactly the $i$-th eigenvalue of $K_Z$. Thus, the maximum value of $\det(B + \Lambda)$ under $\text{tr}(B) \leq P$ is realized by a diagonal matrix $B$ (to achieve equality in Hadamard’s inequality) with

$$\sum_{i=1}^k B_{ii} = P.$$
Finally, as in the proof of Theorem 5.36, we obtain a water-filling allotment for the optimal diagonal elements of $B$:

$$B_{ii} = \max\{0, \theta - \lambda_i\},$$

where $\theta$ is chosen to satisfy $\sum_{i=1}^k B_{ii} = P$. We summarize this result in the next theorem.

**Theorem 5.38 (Capacity of correlated parallel Gaussian channels)** The capacity of $k$ correlated parallel Gaussian channels with positive-definite noise covariance matrix $K_Z$ under overall input power constraint $P$ is given by

$$C(P) = \sum_{i=1}^k \frac{1}{2} \log_2 \left(1 + \frac{P_i}{\lambda_i}\right),$$

where $\lambda_i$ is the $i$-th eigenvalue of $K_Z$,

$$P_i = \max\{0, \theta - \lambda_i\},$$

and $\theta$ is chosen to satisfy $\sum_{i=1}^k P_i = P$. This capacity is achieved by a tuple of zero-mean Gaussian inputs $(X_1, X_2, \cdots, X_k)$ with covariance matrix $K_X$ having the same eigenvectors as $K_Z$, where the $i$-th eigenvalue of $K_X$ is $P_i$, for $i = 1, 2, \cdots, k$.

### 5.7 Non-Gaussian discrete-time memoryless channels

If a discrete-time channel has an additive but non-Gaussian memoryless noise and an input power constraint, then it is often hard to calculate its capacity. Hence, in this section, we introduce an upper bound and a lower bound on the capacity of such a channel (we assume that the noise admits a pdf).

**Definition 5.39 (Entropy power)** For a continuous random variable $Z$ with (well-defined) differential entropy $h(Z)$ (measured in bits), its entropy power is denoted by $Z_e$ and defined as

$$Z_e = \frac{1}{2\pi e} 2^{2h(Z)}.$$

**Lemma 5.40** For a discrete-time continuous-alphabet memoryless additive-noise channel with input power constraint $P$ and noise variance $\sigma^2$, its capacity satisfies

$$\frac{1}{2} \log_2 \frac{P + \sigma^2}{Z_e} \geq C(P) \geq \frac{1}{2} \log_2 \frac{P + \sigma^2}{\sigma^2}. \quad (5.7.1)$$
Proof: The lower bound in (5.7.1) is already proved in Theorem 5.33. The upper bound follows from

\[ I(X; Y) = h(Y) - h(Z) \leq \frac{1}{2} \log_2 [2\pi e (P + \sigma^2)] - \frac{1}{2} \log_2 [2\pi e Z_e]. \]

The entropy power of \( Z \) can be viewed as the variance of a corresponding Gaussian random variable with the same differential entropy as \( Z \). Indeed, if \( Z \) is Gaussian, then its entropy power is equal to

\[ Z_e = \frac{1}{2\pi e} 2^{2h(Z)} = \text{Var}(Z), \]
as expected.

Whenever two independent Gaussian random variables, \( Z_1 \) and \( Z_2 \), are added, the power (variance) of the sum is equal to the sum of the powers (variances) of \( Z_1 \) and \( Z_2 \). This relationship can then be written as

\[ 2^{2h(Z_1 + Z_2)} = 2^{2h(Z_1)} + 2^{2h(Z_2)}, \]
or equivalently

\[ \text{Var}(Z_1 + Z_2) = \text{Var}(Z_1) + \text{Var}(Z_2). \]

However, when two independent random variables are non-Gaussian, the relationship becomes

\[ 2^{2h(Z_1 + Z_2)} \geq 2^{2h(Z_1)} + 2^{2h(Z_2)}, \] (5.7.2)
or equivalently

\[ Z_e(Z_1 + Z_2) \geq Z_e(Z_1) + Z_e(Z_2). \] (5.7.3)

Inequality (5.7.2) (or equivalently (5.7.3)), whose proof can be found in [57, Section 17.8] or [35, Theorem 7.10.4], is called the entropy-power inequality. It reveals that the sum of two independent random variables may introduce more entropy power than the sum of each individual entropy power, except in the Gaussian case.

Observation 5.41 (Capacity bounds in terms of Gaussian capacity and non-Gaussianess) It can be readily verified that

\[ \frac{1}{2} \log_2 \frac{P + \sigma^2}{Z_e} = \frac{1}{2} \log_2 \frac{P + \sigma^2}{\sigma^2} + D(Z||Z_G) \]
where \( D(Z \| Z_G) \) is the divergence between \( Z \) and a Gaussian random variable \( Z_G \) of mean zero and variance \( \sigma^2 \). Note that \( D(Z \| Z_G) \) is called the non-Gaussianness of \( Z \) (e.g., see [276]) and is a measure of the “non-Gaussianity” of the noise \( Z \). Thus recalling from (5.4.18)

\[
C_G(P) \triangleq \frac{1}{2} \log_2 \frac{P + \sigma^2}{\sigma^2}
\]

as the capacity of the channel when the additive noise is Gaussian, we obtain the following equivalent form for (5.7.1):

\[
C_G(P) + D(Z \| Z_G) \geq C(P) \geq C_G(P).
\] (5.7.4)

5.8 Capacity of the band-limited white Gaussian channel

We have so far considered discrete-time channels (with discrete or continuous alphabets). We close this chapter by briefly presenting the capacity expression of the continuous-time (waveform) band-limited channel with additive white Gaussian noise. The reader is referred to [295], [98, Chapter 8], [19, Sections 8.2 and 8.3] and [147, Chapter 6] for rigorous and detailed treatments (including coding theorems) of waveform channels.

The continuous-time band-limited channel with additive white Gaussian noise is a common model for a radio network or a telephone line. For such a channel, illustrated in Figure 5.2, the output waveform is given by

\[
Y(t) = (X(t) + Z(t)) \ast h(t), \quad t \geq 0,
\]

where “\( \ast \)” represents the convolution operation (recall that the convolution between two signals \( a(t) \) and \( b(t) \) is defined as \( a(t) \ast b(t) = \int_{-\infty}^{\infty} a(\tau)b(t - \tau)d\tau \)). Here \( X(t) \) is the channel input waveform with average power constraint

\[
\lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} E[X^2(t)]dt \leq P
\] (5.8.1)

and bandwidth \( W \) cycles per second or Hertz (Hz); i.e., its spectrum or Fourier transform \( X(f) \triangleq \mathcal{F}[X(t)] = \int_{-\infty}^{\infty} X(t)e^{-j2\pi ft}dt = 0 \) for all frequencies \( |f| > W \), where \( j = \sqrt{-1} \) is the imaginary unit number. \( Z(t) \) is the noise waveform of a zero-mean stationary white Gaussian process with power spectral density \( N_0/2 \); i.e., its power spectral density \( \text{PSD}_Z(f) \), which is the Fourier transform of the process covariance (equivalently, correlation) function \( K_Z(\tau) \triangleq E[Z(s)Z(s + \tau)] \), \( s, \tau \in \mathbb{R} \), is given by

\[
\text{PSD}_Z(f) = \mathcal{F}[K_Z(t)] = \int_{-\infty}^{\infty} K_Z(t)e^{-j2\pi ft}dt = \frac{N_0}{2} \quad \forall f.
\]
Finally, \( h(t) \) is the impulse response of an ideal bandpass filter with cutoff frequencies at ±\( W \) Hz:

\[
H(f) = \mathcal{F}[h(t)] = \begin{cases} 
1 & \text{if } -W \leq f \leq W, \\
0 & \text{otherwise.}
\end{cases}
\]

Recall that one can recover \( h(t) \) by taking the inverse Fourier transform of \( H(f) \); this yields

\[
h(t) = \mathcal{F}^{-1}[H(f)] = \int_{-\infty}^{+\infty} H(f)e^{j2\pi ft}df = 2W \text{sinc}(2Wt),
\]

where

\[
\text{sinc}(t) \triangleq \frac{\sin(\pi t)}{\pi t}
\]

is the sinc function and is defined to equal 1 at \( t = 0 \) by continuity.

![Figure 5.2: Band-limited waveform channel with additive white Gaussian noise.](image)

Note that we can write the channel output as

\[ Y(t) = X(t) + \tilde{Z}(t) \]

where \( \tilde{Z}(t) \triangleq Z(t) \ast h(t) \) is the filtered noise waveform. The input \( X(t) \) is not affected by the ideal unit-gain bandpass filter since it has an identical bandwidth as \( h(t) \). Note also that the power spectral density of the filtered noise is given by

\[
\text{PSD}_{\tilde{Z}}(f) = \text{PSD}_{Z}(f)|H(f)|^2 = \begin{cases} 
\frac{N_0}{2} & \text{if } -W \leq f \leq W, \\
0 & \text{otherwise.}
\end{cases}
\]

Taking the inverse Fourier transform of \( \text{PSD}_{\tilde{Z}}(f) \) yields the covariance function of the filtered noise process:

\[
K_{\tilde{Z}}(\tau) = \mathcal{F}^{-1}[\text{PSD}_{\tilde{Z}}(f)] = N_0W \text{sinc}(2W\tau) \quad \tau \in \mathbb{R}.
\]
To determine the capacity (in bits per second) of this continuous-time band-limited white Gaussian channel with parameters, \( P \), \( W \) and \( N_0 \), we convert it to an “equivalent” discrete-time channel with power constraint \( P \) by using the well-known Sampling theorem (due to Nyquist, Kotelnikov and Shannon), which states that sampling a band-limited signal with bandwidth \( W \) at a rate of \( 1/(2W) \) is sufficient to reconstruct the signal from its samples. Since \( X(t) \), \( \tilde{Z}(t) \) and \( Y(t) \) are all band-limited to \([-W, W]\), we can thus represent these signals by their samples taken \( \frac{1}{2W} \) seconds apart and model the channel by a discrete-time channel described by:

\[
Y_n = X_n + \tilde{Z}_n, \quad n = 0, \pm 1, \pm 2, \ldots
\]

where \( X_n \equiv X(\frac{n}{2W}) \) are the input samples and \( \tilde{Z}_n = Z(\frac{n}{2W}) \) and \( Y_n = Y(\frac{n}{2W}) \) are the random samples of the noise \( \tilde{Z}(t) \) and output \( Y(t) \) signals, respectively.

Since \( \tilde{Z}(t) \) is a filtered version of \( Z(t) \), which is a zero-mean stationary Gaussian process, we obtain that \( \tilde{Z}(t) \) is also zero-mean, stationary and Gaussian. This directly implies that the samples \( \tilde{Z}_n, n = 1, 2, \ldots \), are zero-mean Gaussian identically distributed random variables. Now an examination of the expression of \( K_{\tilde{Z}}(\tau) \) in (5.8.2) reveals that

\[
K_{\tilde{Z}}(\tau) = 0
\]

for \( \tau = \frac{n}{2W}, n = 1, 2, \ldots \), since \( \text{sinc}(t) = 0 \) for all non-zero integer values of \( t \). Hence, the random variables \( \tilde{Z}_n, n = 1, 2, \ldots \), are uncorrelated and hence independent (since they are Gaussian) and their variance is given by \( E[\tilde{Z}_n^2] = K_{\tilde{Z}}(0) = N_0W \). We conclude that the discrete-time process \( \{\tilde{Z}_n\}_{n=1}^\infty \) is i.i.d. Gaussian with each \( \tilde{Z}_n \sim \mathcal{N}(0, N_0W) \). As a result, the above discrete-time channel is a discrete-time memoryless Gaussian channel with power constraint \( P \) and noise variance \( N_0W \); thus the capacity of the band-limited white Gaussian channel in bits per channel use is given using (5.4.13) by

\[
\frac{1}{2} \log_2 \left( 1 + \frac{P}{N_0W} \right) \quad \text{bits/channel use.}
\]

Given that we are using the channel (with inputs \( X_n \)) every \( \frac{1}{2W} \) seconds, we obtain that the capacity in bits/second of the band-limited white Gaussian channel is given by

\[
C(P) = W \log_2 \left( 1 + \frac{P}{N_0W} \right) \quad \text{bits/second,} \quad (5.8.3)
\]

where \( \frac{P}{N_0W} \) is the channel SNR.\(^{12}\)

\(^{12}\)Note that (5.8.3) is achieved by zero-mean i.i.d. Gaussian \( \{X_n\}_{n=1}^\infty \) with \( E[X_n^2] = P \),
We emphasize that the above derivation of (5.8.3) is heuristic as we have not rigorously shown the equivalence between the original band-limited Gaussian channel and its discrete-time version and we have not established a coding theorem for the original channel. We point the reader to the references mentioned at the beginning of the section for a full development of this subject.

**Example 5.42 (Telephone line channel)** Suppose telephone signals are band-limited to 4 kHz. Given an SNR of 40 decibels (dB), i.e.,

$$10 \log_{10} \frac{P}{N_0 W} = 40 \text{ dB},$$

then from (5.8.3), we calculate that the capacity of the telephone line channel (when modeled via the band-limited white Gaussian channel) is given by

$$4000 \log_2 (1 + 10000) = 53151.4 \text{ bits/second}.$$  

**Example 5.43 (Infinite bandwidth white Gaussian channel)** As the channel bandwidth $W$ grows without bound, we obtain from (5.8.3) that

$$\lim_{W \to \infty} C(P) = \frac{P}{N_0} \log_2 e \text{ bits/second},$$

which indicates that in the infinite-bandwidth regime, capacity grows linearly with power.

**Observation 5.44 (Band-limited colored Gaussian channel)** If the above band-limited channel has a stationary colored (non-white) additive Gaussian noise, then it can be shown (e.g., see [98]) that the capacity of this channel becomes

$$C(P) = \frac{1}{2} \int_{-W}^{W} \max \left[ 0, \log_2 \frac{\theta}{\text{PSD}_Z(f)} \right] df,$$

which can be obtained by sampling a zero-mean, stationary and Gaussian $X(t)$ with

$$\text{PSD}_X(f) = \begin{cases} \frac{P}{2W} & \text{if } -W \leq f \leq W, \\ 0 & \text{otherwise.} \end{cases}$$

Examining this $X(t)$ confirms that it satisfies (5.8.1):

$$\frac{1}{T} \int_{-T/2}^{T/2} E[X^2(t)] dt = E[X^2(t)] = K_X(0) = P \cdot \text{sinc}(2W \cdot 0) = P.$$
where $\theta$ is the solution of

$$P = \int_{-W}^{W} \max[0, \theta - \text{PSD}_Z(f)] \, df.$$ 

The above capacity formula is indeed reminiscent of the water-pouring scheme we saw in Sections 5.5 and 5.6, albeit it is herein applied in the spectral domain. In other words, we can view the curve of $\text{PSD}_Z(f)$ as a bowl, and water is imagined being poured into the bowl up to level $\theta$ under which the area of the water is equal to $P$ (see Figure 5.3.(a)). Furthermore, the distributed water indicates the shape of the optimum transmission power spectrum (see Figure 5.3.(b)).

(a) The spectrum of $\text{PSD}_Z(f)$ where the horizontal line represents $\theta$, the level at which water rises to.

(b) The input spectrum that achieves capacity.

Figure 5.3: Water-pouring for the band-limited colored Gaussian channel.
Problems

1. **Differential entropy under translation and scaling**: Let $X$ be a continuous random variable with a pdf defined on its support $S_X$.

   (a) **Translation**: Show that differential entropy is invariant under translations:
   
   $$h(X) = h(X + c)$$
   
   for any real constant $c$.

   (b) **Scaling**: Show that
   
   $$h(aX) = h(X) + \log_2 |a|$$
   
   for any non-zero real constant $a$.

2. Determine the differential entropy (in nats) of random variable $X$ for each of the following cases.

   (a) $X$ is exponential with parameter $\lambda > 0$ and pdf $f_X(x) = \lambda e^{-\lambda x}, x \geq 0$. 

   (b) $X$ is Laplacian with parameter $\lambda > 0$, mean zero and pdf $f_X(x) = \frac{1}{2\lambda} e^{-\frac{|x|}{\lambda}}, x \in \mathbb{R}$. 

   (c) $X$ is log-normal with parameters $\mu \in \mathbb{R}$ and $\sigma > 0$; i.e., $X = e^Y$, where $Y \sim \mathcal{N}(\mu, \sigma^2)$ is a Gaussian random variable with mean $\mu$ and variance $\sigma^2$. The pdf of $X$ is given by
   
   $$f_X(x) = \frac{1}{\sigma x \sqrt{2\pi}} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}, \quad x > 0.$$ 

   (d) The source $X = aX_1 + bX_2$, where $a$ and $b$ are non-zero constants and $X_1$ and $X_2$ are independent Gaussian random variables such that $X_1 \sim \mathcal{N}(\mu_1, \sigma_1^2)$ and $X_2 \sim \mathcal{N}(\mu_2, \sigma_2^2)$.

3. **Generalized Gaussian**: Let $X$ be a generalized Gaussian random variable with mean zero, variance $\sigma^2$ and pdf given by

   $$f_X(x) = \frac{\alpha \eta}{2\Gamma(\frac{1}{\alpha})} e^{-\eta^\alpha |x|^\alpha}, \quad x \in \mathbb{R}$$

   where $\alpha > 0$ is a parameter describing the distribution’s exponential rate of decay,

   $$\eta = \sigma^{-1} \left[ \frac{\Gamma(\frac{3}{\alpha})}{\Gamma(\frac{1}{\alpha})} \right]^{1/2}$$
and
\[ \Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt, \quad x > 0, \]
is the gamma function (recall that \( \Gamma(1/2) = \sqrt{\pi} \), \( \Gamma(1) = 1 \) and that \( \Gamma(x + 1) = x\Gamma(x) \) for any positive \( x \).) The generalized Gaussian distribution (also called the exponential power distribution) is well-known to provide a good model for symmetrically distributed random processes, including image wavelet transform coefficients [188] and broad-tailed processes such as atmospheric impulsive noise [13]. Note that when \( \alpha = 2 \), \( f_X \) reduces to the Gaussian pdf with mean zero and variance \( \sigma^2 \), and when \( \alpha = 1 \), it reduces to the Laplacian pdf with parameter \( \sigma/\sqrt{2} \) (i.e., variance \( \sigma^2 \)).

(a) Show that the differential entropy of \( X \) is given by
\[ h(X) = \frac{1}{\alpha} + \ln \left( \frac{2\Gamma(\frac{1}{\alpha})}{\alpha \eta} \right) \quad \text{(in nats)}. \]

(b) Show that when \( \alpha = 2 \) and \( \alpha = 1 \), \( h(X) \) reduces to the differential entropy of the Gaussian and Laplacian distributions, respectively.

4. Prove that, of all pdfs with support \([0, 1]\), the uniform density function has the largest differential entropy.

5. Of all pdfs with continuous support \([0, K]\), where \( K > 1 \) is finite, which pdf has the largest differential entropy?

*Hint:* If \( f_X \) is the pdf that maximizes differential entropy among all pdfs with support \([0, K]\), then \( E[\log f_X(X)] = E[\log f_X(Y)] \) for any random variable \( Y \) of support \([0, K]\).

6. Show that the exponential distribution has the largest differential entropy among all pdfs with mean \( \mu \) and support \([0, \infty)\). (Recall that the pdf of the exponential distribution with mean \( \mu \) is given by \( f_X(x) = \frac{1}{\mu} \exp\left(-\frac{x}{\mu}\right) \) for \( x \geq 0 \).)

7. Show that among all continuous random variables \( X \) admitting a pdf with support \( \mathbb{R} \) and finite differential entropy and satisfying \( E[X] = 0 \) and \( E[|X|] = \lambda \), where \( \lambda > 0 \) is a fixed parameter, the Laplacian random variable with pdf
\[ f_X(x) = \frac{1}{2\lambda} e^{-\frac{|x|}{\lambda}} \quad \text{for } x \in \mathbb{R} \]
maximizes differential entropy.
8. Find the mutual information between the dependent Gaussian zero-mean random variables $X$ and $Y$ with covariance matrix

$$
\begin{pmatrix}
\sigma^2 & \rho \sigma^2 \\
\rho \sigma^2 & \sigma^2
\end{pmatrix}
$$

where $\rho \in [-1, 1]$ is the correlation coefficient. Evaluate the value of $I(X; Y)$ when $\rho = 1$, $\rho = 0$ and $\rho = -1$, and explain the results.

9. A variant of the fundamental inequality for the logarithm: For any $x > 0$ and $y > 0$, show that

$$
y \ln \left( \frac{y}{x} \right) \geq y - x
$$

with equality iff $x = y$.

10. Non-negativity of divergence: Let $X$ and $Y$ be two continuous random variables with pdfs $f_X$ and $f_Y$, respectively, such that their supports satisfy $S_X \subseteq S_Y \subseteq \mathbb{R}$. Use Problem 4.9 to show that

$$
D(f_X \parallel f_Y) \geq 0
$$

with equality iff $f_X = f_Y$ almost everywhere.

11. Divergence between Laplacians: Let $S$ be a random variable admitting a pdf with support $\mathbb{R}$ with mean zero and satisfying $E[|S|] = \lambda$, where $\lambda > 0$ is a fixed parameter.

   (a) Let $f_S$ and $g_S$ be two zero-mean Laplacian pdfs for $S$ with parameters $\lambda$ and $\tilde{\lambda}$, respectively (see Problem 7 above for the Laplacian pdf expression). Determine $D(f_S \parallel g_S)$ in nats in terms of $\lambda$ and $\tilde{\lambda}$.

   (b) Show that for any valid pdf $f$ for $S$, we have

$$
D(f \parallel g_S) \geq D(f_S \parallel g_S)
$$

with equality iff $f = f_S$ (almost everywhere).

12. Let $X$, $Y$, and $Z$ be jointly Gaussian random variables, each with mean 0 and variance 1; let the correlation coefficient of $X$ and $Y$ as well as that of $Y$ and $Z$ be $\rho$, while $X$ and $Z$ are uncorrelated. Determine $h(X, Y, Z)$.

13. Let random variables $Z_1$ and $Z_2$ have Gaussian joint distribution with $E[Z_1] = E[Z_2] = 0$, $E[Z_1^2] = E[Z_2^2] = 1$ and $E[Z_1 Z_2] = \rho$, where $0 < \rho < 1$. Also, let $U$ be a uniformly distributed random variable over the interval $(0, 2\pi e)$. Determine whether or not the following inequality holds:

$$
h(U) > h(Z_1, Z_2 - 3Z_1).$$
14. Let $Z_1$ and $Z_2$ be two independent continuous random variables with identical pdfs. Show that \[ I(Z_1; Z_1 + Z_2) \geq \frac{1}{2} \] (in bits.).

*Hint:* Use the entropy-power inequality in (5.7.2).

15. An alternative form of the entropy-power inequality: Show that the entropy-power inequality in (5.7.2) can be written as

\[ h(Z_1 + Z_2) \geq h(Y_1 + Y_2) \]

where $Z_1$ and $Z_2$ are two independent continuous random variables, and $Y_1$ and $Y_2$ are two independent Gaussian random variables such that

\[ h(Y_1) = h(Z_1) \]

and

\[ h(Y_2) = h(Z_2). \]


(a) Let $\hat{Z}$ be an estimate of $Z$ based on only the knowledge of the distribution of $Z$. Show that the mean-square estimation error satisfies

\[ E[(Z - \hat{Z})^2] \geq \frac{2^{2h(Z)}}{2\pi e} \]

with equality iff $Z$ is Gaussian and $\hat{Z} = E[Z]$.  

*Hint:* Recall that $\hat{Z}^* = E[Z]$ is the optimal (MMSE) estimate of $Z$.

(b) Assume now that the estimator has access to observation $Y$, which is correlated to $Z$ (such that their joint and conditional pdfs are well-defined), thus giving estimate $\hat{Z} = \hat{Z}(Y)$. Show that

\[ E[(Z - \hat{Z}(Y))^2] \geq \frac{2^{2h(Z|Y)}}{2\pi e} \]

with equality iff $Z$ is Gaussian and $\hat{Z} = E[Z|Y]$.

17. Consider three continuous real-valued random variables $X$, $Y_1$ and $Y_2$ admitting a joint pdf and conditional pdfs among them such that $Y_1$ and $Y_2$ are conditionally independent and conditionally identical distributed given $X$. 
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(a) Show $I(X; Y_1, Y_2) = 2 \cdot I(X; Y_1) - I(Y_1; Y_2)$.

(b) Show that the capacity of the channel $X \rightarrow (Y_1, Y_2)$ with input power constraint $P$ is less than twice the capacity of the channel $X \rightarrow Y_1$.

18. Consider the channel $X \rightarrow (Y_1, Y_2)$ with

$$Y_1 = X + Z_1 \quad \text{and} \quad Y_2 = X + Z_2.$$ 

Assume $Z_1$ and $Z_2$ are zero-mean dependent Gaussian random variables with covariance matrix

$$
\begin{pmatrix}
N & N\rho \\
N\rho & N
\end{pmatrix}.
$$

By applying a power constraint on the input, i.e., $E[X^2] \leq S$. Find the channel’s capacity for the following values of $\rho$:

(a) $\rho = 1$;
(b) $\rho = 0$;
(c) $\rho = -1$.

19. Consider a continuous-alphabet channel with a vectored output for a scalar input as follows.

$$X \rightarrow \text{Channel} \rightarrow Y_1, Y_2$$

Suppose that the channel’s transition pdf satisfies

$$f_{Y_1, Y_2|X}(y_1, y_2|x) = f_{Y_1|X}(y_1|x)f_{Y_2|X}(y_2|x)$$

for every $y_1, y_2$ and $x$.

(a) Show that $I(X; Y_1, Y_2) = \left(\sum_{i=1}^{2} I(X; Y_i)\right) - I(Y_1; Y_2)$.

Hint: $I(X; Y_1, Y_2) = h(Y_1, Y_2) - h(Y_1|X) - h(Y_2|X)$.

(b) Prove that the channel capacity $C_{\text{two}}(S)$ of using two outputs $(Y_1, Y_2)$ is less than $C_1(S) + C_2(S)$ under an input power constraint $S$, where $C_j(S)$ is the channel capacity of using one output $Y_j$ and ignoring the other output.

(c) Further assume that $f_{Y_i|X}(\cdot|x)$ is Gaussian with mean $x$ and variance $\sigma_j^2$. In fact, these channels can be expressed as $Y_1 = X + N_1$ and $Y_2 = X + N_2$, where $(N_1, N_2)$ are independent Gaussian distributed with mean zero and covariance matrix

$$
\begin{bmatrix}
\sigma_1^2 & 0 \\
0 & \sigma_2^2
\end{bmatrix}.
$$

Using the fact that $h(Y_1, Y_2) \leq \frac{1}{2} \log(2\pi e)^2 |\mathbf{K}_{Y_1,Y_2}|$ with equality holding when $(Y_1, Y_2)$
are joint Gaussian, where $K_{Y_1Y_2}$ is the covariance matrix of $(Y_1, Y_2)$, derive $C_{two}(S)$ for the two-output channel under the power constraint $E[X^2] \leq S$.

*Hint*: $I(X; Y_1, Y_2) = h(Y_1, Y_2) - h(N_1, N_2) = h(Y_1, Y_2) - h(N_1) - h(N_2)$.

20. Consider the 3-input 3-output memoryless additive Gaussian channel

$$Y = X + Z,$$

where $X = [X_1, X_2, X_3]$, $Y = [Y_1, Y_2, Y_3]$ and $Z = [Z_1, Z_2, Z_3]$ are all 3-Dimensional real vectors. Assume that $X$ is independent of $Z$, and the input power constraint is $S$ (i.e., $E(X_1^2 + X_2^2 + X_3^2) \leq S$). Also, assume that $Z$ is Gaussian distributed with zero mean and covariance matrix $\mathbb{K}$, where

$$\mathbb{K} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & \rho \\ 0 & \rho & 1 \end{bmatrix}.$$

(a) Determine the capacity-cost function of the channel, if $\rho = 0$.

*Hint*: Directly apply Theorem 5.36.

(b) Determine the capacity-cost function of the channel, if $0 < \rho < 1$.

*Hint*: Directly apply Theorem 5.38.
Chapter 6

Lossy Data Compression and Transmission

6.1 Preliminaries

6.1.1 Motivation

In a number of situations, one may need to compress a source to a rate less than the source entropy, which as we saw in Chapter 3 is the minimum lossless data compression rate. In this case, some sort of data loss is inevitable and the resultant code is referred to as a lossy data compression code. The following are examples for requiring the use of lossy data compression.

Example 6.1 (Digitization or quantization of continuous signals) The information content of continuous-alphabet signals, such as voice or analog images, is typically infinite, requiring an unbounded number of bits to digitize them without incurring any loss, which is not feasible. Therefore, a lossy data compression code must be used to reduce the output of a continuous source to a finite number of bits.

Example 6.2 (Extracting useful information) In some scenarios, the source information may not be operationally useful in its entirety. A quick example is the hypothesis testing problem where the system designer is only concerned with knowing the likelihood ratio of the null hypothesis distribution against the alternative hypothesis distribution (see Chapter 2). Therefore, any two distinct source letters which produce the same likelihood ratio are not encoded into distinct codewords and the resultant code is lossy.

Example 6.3 (Channel capacity bottleneck) Transmitting at a rate of $r$ source symbol/channel symbol a discrete (memoryless) source with entropy $H$
over a channel with capacity $C$ such that $rH > C$ is problematic. Indeed as stated by the lossless joint source-channel coding theorem (see Theorem 4.29), if $rH > C$, then the system’s error probability is bounded away from zero (in fact, in many cases, it grows exponentially fast to one with increasing blocklength). Hence, unmanageable error or distortion will be introduced at the destination (beyond the control of the system designer). A more viable approach would be to reduce the source’s information content via a lossy compression step so that the entropy $H'$ of the resulting source satisfies $rH' < C$ (this can for example be achieved by grouping the symbols of the original source and thus reducing its alphabet size). By Theorem 4.29, the compressed source can then be reliably sent at rate $r$ over the channel. With this approach, error is only incurred (under the control of the system designer) in the lossy compression stage (cf. Figure 6.1).

![Figure 6.1: Example for the application of lossy data compression.](image)

Note that another solution that avoids the use of lossy compression would be to reduce the source-channel transmission rate in the system from $r$ to $r'$ source symbol/channel symbol such that $r'H < C$ holds; in this case, again by Theorem 4.29, lossless reproduction of the source is guaranteed at the destination, albeit at the price of slowing the system.

### 6.1.2 Distortion measures

A discrete-time source is modeled as a random process $\{Z_n\}_{n=1}^{\infty}$. To simplify the analysis, we assume that the source discussed in this section is memoryless and with finite alphabet $\mathcal{Z}$. Our objective is to compress the source with rate less than entropy under a pre-specified criterion given by a distortion measure.
**Definition 6.4 (Distortion measure)** A distortion measure is a mapping

\[ \rho: \mathcal{Z} \times \hat{\mathcal{Z}} \rightarrow \mathbb{R}^+, \]

where \( \mathcal{Z} \) is the source alphabet, \( \hat{\mathcal{Z}} \) is a reproduction alphabet and \( \mathbb{R}^+ \) is the set of non-negative real number.

From the above definition, the distortion measure \( \rho(z, \hat{z}) \) can be viewed as the cost of representing the source symbol \( z \in \mathcal{Z} \) by a reproduction symbol \( \hat{z} \in \hat{\mathcal{Z}} \). It is then expected to choose a certain number of (typical) reproduction letters in \( \hat{\mathcal{Z}} \) that represent the source letters with the least cost.

When \( \hat{\mathcal{Z}} = \mathcal{Z} \), the selection of typical reproduction letters is similar to partitioning the source alphabet into several groups, and then choosing one element in each group to represent all group members. For example, suppose that \( \hat{\mathcal{Z}} = \mathcal{Z} = \{1, 2, 3, 4\} \) and that, due to some constraints, we need to reduce the number of outcomes to 2, and we require that the resulting expected cost cannot be larger than 0.5. Assume that the source is uniformly distributed and that the distortion measure is given by the following matrix:

\[
[\rho(i, j)] \triangleq \begin{bmatrix}
0 & 1 & 2 & 2 \\
1 & 0 & 2 & 2 \\
2 & 2 & 0 & 1 \\
2 & 2 & 1 & 0 \\
\end{bmatrix}.
\]

We see that the two groups in \( \mathcal{Z} \) which cost least in terms of expected distortion \( E[\rho(\mathcal{Z}, \hat{\mathcal{Z}})] \) should be \( \{1, 2\} \) and \( \{3, 4\} \). We may choose respectively 1 and 3 as the typical elements for these two groups (cf. Figure 6.2). The expected cost of such selection is

\[
\frac{1}{4} \rho(1, 1) + \frac{1}{4} \rho(2, 1) + \frac{1}{4} \rho(3, 3) + \frac{1}{4} \rho(4, 3) = \frac{1}{2}.
\]

Note that the entropy of the source is reduced from \( H(\mathcal{Z}) = 2 \) bits to \( H(\hat{\mathcal{Z}}) = 1 \) bit.

Sometimes, it is convenient to have \( |\hat{\mathcal{Z}}| = |\mathcal{Z}| + 1 \). For example,

\[
|\mathcal{Z} = \{1, 2, 3\}| = 3, \quad |\hat{\mathcal{Z}} = \{1, 2, 3, E\}| = 4,
\]

where \( E \) can be regarded as an *erasure symbol*, and the distortion measure is defined by

\[
[\rho(i, j)] \triangleq \begin{bmatrix}
0 & 2 & 2 & 0.5 \\
2 & 0 & 2 & 0.5 \\
2 & 2 & 0 & 0.5 \\
\end{bmatrix}.
\]
Figure 6.2: “Grouping” as a form of lossy data compression.

In this case, assume again that the source is uniformly distributed and that to represent source letters by distinct letters in \( \{1, 2, 3\} \) will yield four times the cost incurred when representing them by \( E \). Therefore, if only 2 outcomes are allowed, and the expected distortion cannot be greater than \( 1/3 \), then employing typical elements 1 and \( E \) to represent groups \( \{1\} \) and \( \{2, 3\} \), respectively, is an optimal choice. The resultant entropy is reduced from \( \log_2(3) \) bits to \( \log_2(3) - 2/3 \) bits. It needs to be pointed out that having \( |\hat{Z}| > |Z| + 1 \) is usually not advantageous.

### 6.1.3 Frequently used distortion measures

**Example 6.5 (Hamming distortion measure)** Let the source and reproduction alphabets be identical, i.e., \( Z = \hat{Z} \). Then the Hamming distortion measure is given by

\[
\rho(z, \hat{z}) \triangleq \begin{cases} 
0, & \text{if } z = \hat{z}; \\
1, & \text{if } z \neq \hat{z}.
\end{cases}
\]

It is also named the *probability-of-error distortion measure* because

\[
E[\rho(Z, \hat{Z})] = \Pr(Z \neq \hat{Z}).
\]

**Example 6.6 (Absolute error distortion measure)** Assuming that \( Z = \hat{Z} = \mathbb{R} \), the absolute error distortion measure is given by

\[
\rho(z, \hat{z}) \triangleq |z - \hat{z}|.
\]

**Example 6.7 (Squared error distortion measure)** Again assuming that \( Z = \hat{Z} = \mathbb{R} \), the squared error distortion measure is given by

\[
\rho(z, \hat{z}) \triangleq (z - \hat{z})^2.
\]

The squared error distortion measure is perhaps the most popular distortion measure used for continuous alphabets.
Note that all above distortion measures belong to the class of so-called difference distortion measures, which have the form $\rho(z, \hat{z}) = d(x - \hat{x})$ for some non-negative function $d(\cdot, \cdot)$. The squared error distortion measure has the advantages of simplicity and having a closed-form solution for most cases of interest, such as when using least squares prediction. Yet, this measure is not ideal for practical situations involving data operated by human observers (such as image and speech data) as it is inadequate in measuring perceptual quality. For example, two speech waveforms in which one is a marginally time-shifted version of the other may have large square error distortion; however, they sound quite similar to the human ear.

The above definition for distortion measures can be viewed as a single-letter distortion measure since they consider only one random variable $Z$ which draws a single letter. For sources modeled as a sequence of random variables $\{Z_n\}$, some extension needs to be made. A straightforward extension is the additive distortion measure.

**Definition 6.8 (Additive distortion measure between vectors)** The additive distortion measure $\rho_n$ between vectors $z^n$ and $\hat{z}^n$ of size $n$ (or $n$-sequences or $n$-tuples) is defined by

$$\rho_n(z^n, \hat{z}^n) = \sum_{i=1}^{n} \rho(z_i, \hat{z}_i).$$

Another example that is also based on a per-symbol distortion is the maximum distortion measure:

**Definition 6.9 (Maximum distortion measure)**

$$\rho_n(z^n, \hat{z}^n) = \max_{1 \leq i \leq n} \rho(z_i, \hat{z}_i).$$

After defining the distortion measures for source sequences, a natural question to ask is whether to reproduce source sequence $z^n$ by sequence $\hat{z}^n$ of the same length is a must or not. To be more precise, can we use $\hat{z}^k$ to represent $z^n$ for $k \neq n$? The answer is certainly yes if a distortion measure for $z^n$ and $\hat{z}^k$ is defined. A quick example will be that the source is a ternary sequence of length $n$, while the (fixed-length) data compression result is a set of binary indices of length $k$, which is taken as small as possible subject to some given constraints. Hence, $k$ is not necessarily equal to $n$. One of the problems for taking $k \neq n$ is that the distortion measure for sequences can no longer be defined based on per-letter distortions, and hence a per-letter formula for the best lossy data compression rate cannot be rendered.
In order to alleviate the aforementioned \((k \neq n)\) problem, we claim that for most cases of interest, it is reasonable to assume \(k = n\). This is because one can actually implement lossy data compression from \(Z^n\) to \(\hat{Z}^k\) in two steps. The first step corresponds to a lossy compression mapping \(h_n : Z^n \to \hat{Z}^n\), and the second step performs indexing \(h_n(Z^n)\) into \(\hat{Z}^k\).

**Step 1** : Find the data compression mapping

\[
h_n : Z^n \to \hat{Z}^n
\]

for which the pre-specified distortion and rate constraints are satisfied.

**Step 2** : Derive the (asymptotically) lossless data compression block code for source \(h_n(Z^n)\). When \(n\) is sufficiently large, the existence of such code with block length

\[
k > H(h_n(Z^n)) \quad \text{(equivalently, } R = \frac{k}{n} > \frac{1}{n} H(h_n(Z^n))\)
\]

is guaranteed by Shannon’s source coding theorem (Theorem 3.5).

Through the above two steps, a lossy data compression code from

\[
Z^n \to \hat{Z}^n \to \{0, 1\}^k
\]

is established. Since the second step is already discussed in the (asymptotically) lossless data compression context, we can say that the theorem regarding lossy data compression is basically a theorem on the first step.

### 6.2 Fixed-length lossy data compression codes

Similar to the lossless source coding theorem, the objective is to find the theoretical limit of the compression rate for lossy source codes. Before introducing the main theorem, we first formally define lossy data compression codes, the rate-distortion region and the (operational) rate-distortion function.

**Definition 6.10 (Fixed-length lossy data compression code subject to an average distortion constraint)** An \((n, M, D)\) fixed-length lossy data compression code for a source \(\{Z_n\}\) with alphabet \(Z\) and reproduction alphabet \(\hat{Z}\) consists of a compression function

\[
h : Z^n \to \hat{Z}^n
\]
with a codebook size (i.e., the image $h(\mathcal{Z}^n)$) equal to $|h(\mathcal{Z}^n)| = M = M_n$ and an average (expected) distortion no larger than distortion threshold $D \geq 0$:

$$E \left[ \frac{1}{n} \rho_n(Z^n, h(Z^n)) \right] \leq D.$$ 

The compression rate of the code is defined as $(1/n) \log_2 M$ bits/source symbol, as $\log_2 M$ bits can be used to represent a sourceword of length $n$. Indeed an equivalent description of the above compression code can be made via an encoder-decoder pair $(f, g)$, where

$$f: \mathcal{Z}^n \to \{1, 2, \ldots, M\}$$

is an encoding function mapping each sourceword in $\mathcal{Z}^n$ to an index in $\{1, \ldots, M\}$ (which can be represented using $\log_2 M$ bits), and

$$g: \{1, 2, \ldots, M\} \to \hat{\mathcal{Z}}^n$$

is a decoding function mapping each index to a reconstruction (or reproduction) vector in $\hat{\mathcal{Z}}^n$ such that the composition of the encoding and decoding functions yields the above compression function $h$: $g(f(z^n)) = h(z^n)$ for $z^n \in \mathcal{Z}^n$.

**Definition 6.11 (Achievable rate-distortion pair)** For a given source $\{Z_n\}$ and a sequence of distortion measures $\{\rho_n\}_{n \geq 1}$, a rate-distortion pair $(R, D)$ is achievable if there exists a sequence of fixed-length lossy data compression codes $(n, M_n, D)$ for the source with asymptotic code rate satisfying

$$\limsup_{n \to \infty} \frac{1}{n} \log M_n < R.$$ 

**Definition 6.12 (Rate-distortion region)** The rate-distortion region $\mathcal{R}$ of a source $\{Z_n\}$ is the closure of the set of all achievable rate-distortion pair $(R, D)$.

**Lemma 6.13 (Time-sharing principle)** Under an additive distortion measure $\rho_n$, the rate-distortion region $\mathcal{R}$ is a convex set; i.e., if $(R_1, D_1) \in \mathcal{R}$ and $(R_2, D_2) \in \mathcal{R}$, then $(\lambda R_1 + (1-\lambda)R_2, \lambda D_1 + (1-\lambda)D_2) \in \mathcal{R}$ for all $0 \leq \lambda \leq 1$.

**Proof:** It is enough to show that the set of all achievable rate-distortion pairs is convex (since the closure of a convex set is convex). Also, assume without loss of generality that $0 < \lambda < 1$.

We will prove convexity of the set of all achievable rate-distortion pairs by using a time-sharing argument, which basically states that if we can use an $(n, M_1, D_1)$ code $\mathcal{C}_1$ to achieve $(R_1, D_1)$ and an $(n, M_2, D_2)$ code $\mathcal{C}_2$ to achieve
(R_2, D_2), then for any rational number 0 < \lambda < 1, we can use \mathcal{C}_1 for a fraction \lambda of the time and use \mathcal{C}_2 for a fraction 1 - \lambda of the time to achieve (R_\lambda, D_\lambda), where R_\lambda = \lambda R_1 + (1 - \lambda) R_2 and D_\lambda = \lambda D_1 + (1 - \lambda) D_2; hence the result holds for any real number 0 < \lambda < 1 by the density of the rational numbers in \mathbb{R} and the continuity of R_\lambda and D_\lambda in \lambda.

Let r and s be positive integers and let \lambda = \frac{r}{r+s}; then 0 < \lambda < 1. Now assume that the pairs (R_1, D_1) and (R_2, D_2) are achievable. Then there exist a sequence of (n, M_1, D_1) codes \mathcal{C}_1 and a sequence of (n, M_2, D_2) codes \mathcal{C}_2 such that for n sufficiently large,

\[ \frac{1}{n} \log_2 M_1 \leq R_1 \]

and

\[ \frac{1}{n} \log_2 M_2 \leq R_2. \]

Now construct a sequence of new codes \mathcal{C} of blocklength n_\lambda = (r+s)n, codebook size M = M_1^r \times M_2^s and compression function h: \mathcal{Z}^{(r+s)n} \rightarrow \hat{\mathcal{Z}}^{(r+s)n} such that

\[ h(z^{(r+s)n}) = (h_1(z_1^n), \ldots, h_1(z_r^n), h_2(z_{r+1}^n), \ldots, h_2(z_{r+s}^n)) \]

where

\[ z^{(r+s)n} = (z_1^n, \ldots, z_r^n, z_{r+1}^n, \ldots, z_{r+s}^n) \]

and h_1 and h_2 are the compression functions of \mathcal{C}_1 and \mathcal{C}_2, respectively. In other words, each reconstruction vector \hat{h}(z^{(r+s)n}) of code \mathcal{C} is a concatenation of r reconstruction vectors of code \mathcal{C}_1 and s reconstruction vectors of code \mathcal{C}_2.

The average (or expected) distortion under the additive distortion measure \rho_n and the rate of code \mathcal{C} are given by

\[
E\left[ \frac{\rho_n(z^{(r+s)n}, h(z^{(r+s)n}))}{(r+s)n} \right] = \frac{1}{r+s} \left( E\left[ \frac{\rho_n(z_1^n, h_1(z_1^n))}{n} \right] + \ldots + E\left[ \frac{\rho_n(z_r^n, h_1(z_r^n))}{n} \right] + E\left[ \frac{\rho_n(z_{r+1}^n, h_2(z_{r+1}^n))}{n} \right] + \ldots + E\left[ \frac{\rho_n(z_{r+s}^n, h_2(z_{r+s}^n))}{n} \right] \right)
\leq \frac{1}{r+s} (rD_1 + sD_2)
= \lambda D_1 + (1 - \lambda) D_2 = D_\lambda
\]

and

\[
\frac{1}{(r+s)n} \log_2 M = \frac{1}{(r+s)n} \log_2 (M_1^r \times M_2^s)
= \frac{r}{(r+s)n} \log_2 M_1 + \frac{s}{(r+s)n} \log_2 M_2
\leq \lambda R_1 + (1 - \lambda) R_2 = R_\lambda,
\]

respectively, for n sufficiently large. Thus, (R_\lambda, D_\lambda) is achievable by \mathcal{C}. \qed
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Definition 6.14 (Rate-distortion function) The rate-distortion function, denoted by $R(D)$, of source $\{Z_n\}$ is the smallest $\hat{R}$ for a given distortion threshold $D$ such that $(\hat{R}, D)$ is an achievable rate-distortion pair; i.e.,

$$R(D) \triangleq \inf\{\hat{R} \geq 0 : (\hat{R}, D) \in R\}.$$ 

Observation 6.15 (Monotonicity and convexity of $R(D)$) Note that, under an additive distortion measure $\rho_n$, the rate-distortion function $R(D)$ is non-increasing and convex in $D$ (the proof is left as an exercise).

6.3 Rate-distortion theorem

We herein derive the rate-distortion theorem for an arbitrary discrete memoryless source (DMS) using a bounded additive distortion measure $\rho_n(\cdot, \cdot)$; i.e., given a single-letter distortion measure $\rho(\cdot, \cdot)$, $\rho_n(\cdot, \cdot)$ satisfies the additive property of Definition 6.8 and

$$\max_{(z, \hat{z}) \in Z \times \hat{Z}} \rho(z, \hat{z}) < \infty.$$

The basic idea for identifying good data compression reproduction words from the set of sourcewords emanating from a DMS is to draw them from the so-called distortion typical set. This set is defined analogously to the jointly typical set studied in channel coding (cf. Definition 4.7).

Definition 6.16 (Distortion typical set) The distortion $\delta$-typical set with respect to the memoryless (product) distribution $P_{Z, \hat{Z}}$ on $Z^n \times \hat{Z}^n$ (i.e., when pairs of $n$-tuples $(z^n, \hat{z}^n)$ are drawn i.i.d. from $Z \times \hat{Z}$ according to $P_{Z, \hat{Z}}$) and a bounded additive distortion measure $\rho_n(\cdot, \cdot)$ is defined by

$$D_n(\delta) \triangleq \left\{(z^n, \hat{z}^n) \in Z^n \times \hat{Z}^n : \right.$$

$$-\frac{1}{n} \log_2 P_{Z^n}(z^n) - H(Z) < \delta,$$

$$-\frac{1}{n} \log_2 P_{\hat{Z}^n}(\hat{z}^n) - H(\hat{Z}) < \delta,$$

$$-\frac{1}{n} \log_2 P_{Z^n, \hat{Z}^n}(z^n, \hat{z}^n) - H(Z, \hat{Z}) < \delta,$$

$$\text{and } \left| \frac{1}{n} \rho_n(z^n, \hat{z}^n) - E[\rho(Z, \hat{Z})] \right| < \delta \}.$$ 

Note that this is the definition of the jointly typical set with an additional constraint on the normalized distortion on sequences of length $n$ being close
to the expected value. Since the additive distortion measure between two joint i.i.d. random sequences is actually the sum of the i.i.d. random variables \( \rho(Z_i, \hat{Z}_i) \), i.e.,

\[
\rho_n(Z^n, \hat{Z}^n) = \sum_{i=1}^{n} \rho(Z_i, \hat{Z}_i),
\]

then the (weak) law of large numbers holds for the distortion typical set. Therefore, an AEP-like theorem can be derived for distortion typical set.

**Theorem 6.17** If \((Z_1, \hat{Z}_1), (Z_2, \hat{Z}_2), \ldots, (Z_n, \hat{Z}_n), \ldots\) are i.i.d., and \(\rho_n(\cdot, \cdot)\) is a bounded additive distortion measure, then as \(n \to \infty\),

\[
- \frac{1}{n} \log_2 P_{Z^n}(Z_1, Z_2, \ldots, Z_n) \to H(Z) \quad \text{in probability},
\]

\[
- \frac{1}{n} \log_2 P_{\hat{Z}^n}(\hat{Z}_1, \hat{Z}_2, \ldots, \hat{Z}_n) \to H(\hat{Z}) \quad \text{in probability},
\]

\[
- \frac{1}{n} \log_2 P_{Z^n, \hat{Z}^n}((Z_1, \hat{Z}_1), \ldots, (Z_n, \hat{Z}_n)) \to H(Z, \hat{Z}) \quad \text{in probability}
\]

and

\[
\frac{1}{n} \rho_n(Z^n, \hat{Z}^n) \to E[\rho(Z, \hat{Z})] \quad \text{in probability}.
\]

**Proof:** Functions of i.i.d. random variables are also i.i.d. random variables. Thus by the weak law of large numbers, we have the desired result. \(\square\)

It needs to be pointed out that without the bounded property assumption on \(\rho\), the normalized sum of an i.i.d. sequence does not necessarily converge in probability to a finite mean, hence the need for requiring that \(\rho\) be bounded.

**Theorem 6.18 (AEP for distortion measure)** Given a DMS \(\{(Z_n, \hat{Z}_n)\}\) with generic joint distribution \(P_{Z, \hat{Z}}\) and any \(\delta > 0\), the distortion \(\delta\)-typical set satisfies

1. \(P_{Z^n, \hat{Z}^n}(D^n_\delta(\delta)) < \delta\) for \(n\) sufficiently large.

2. For all \((z^n, \hat{z}^n)\) in \(D_n(\delta)\),

\[
P_{Z^n}(\hat{z}^n) \geq P_{Z^n|Z^n}(\hat{z}^n|z^n)2^{-n[I(Z; \hat{Z})+3\delta]}.
\]

**Proof:** The first result follows directly from Theorem 6.17 and the definition of the distortion typical set \(D_n(\delta)\). The second result can be proved as follows:

\[
P_{Z^n|Z^n}(\hat{z}^n|z^n) = \frac{P_{Z^n, \hat{Z}^n}(z^n, \hat{z}^n)}{P_{Z^n}(z^n)}
\]
\[ P_{\hat{Z}_n} = P_{\hat{Z}_n}(\hat{z}_n) \]

where the inequality follows from the definition of \( D_n(\delta) \).

Before presenting the lossy data compression theorem, we need the following inequality.

**Lemma 6.19** For \( 0 \leq x \leq 1, 0 \leq y \leq 1, \) and \( n > 0 \),

\[
(1 - xy)^n \leq 1 - x + e^{-yn},
\]

(6.3.2)

with equality holding iff \((x, y) = (1, 0)\).

**Proof:** Let \( g_y(t) \triangleq (1 - yt)^n \). It can be shown by taking the second derivative of \( g_y(t) \) with respect to \( t \) that this function is strictly convex for \( t \in [0, 1] \). Hence, using \( \lor \) to denote disjunction, we have for any \( x \in [0, 1] \) that

\[
(1 - xy)^n = g_y((1 - x) \cdot 0 + x \cdot 1)
\]

\[
\leq (1 - x) \cdot g_y(0) + x \cdot g_y(1)
\]

with equality holding iff \((x = 0) \lor (x = 1) \lor (y = 0)\)

\[
= (1 - x) + x \cdot (1 - y)^n
\]

\[
\leq (1 - x) + x \cdot (e^{-y})^n
\]

with equality holding iff \((x = 0) \lor (y = 0)\)

\[
\leq (1 - x) + e^{-ny}
\]

with equality holding iff \((x = 1)\).

From the above derivation, we know that equality holds in (6.3.2) iff

\[
[(x = 0) \lor (x = 1) \lor (y = 0)] \land [(x = 0) \lor (y = 0)] \land [(x = 1)] = (x = 1, y = 0),
\]

where \( \land \) denotes conjunction. (Note that \((x = 0)\) represents \( \{(x, y) \in \mathbb{R}^2 : x = 0 \) and \( y \in [0, 1]\}\); a similar definition applies to the other sets.)

**Theorem 6.20** (Shannon’s rate-distortion theorem for memoryless sources) Consider a DMS \( \{Z_n\}_{n=1}^{\infty} \) with alphabet \( \mathcal{Z} \), reproduction alphabet \( \mathcal{\hat{Z}} \) and a bounded additive distortion measure \( \rho_n(\cdot, \cdot) \); i.e.,

\[
\rho_n(z^n, \hat{z}^n) = \sum_{i=1}^{n} \rho(z_i, \hat{z}_i) \quad \text{and} \quad \rho_{\text{max}} \triangleq \max_{(z, \hat{z}) \in \mathcal{Z} \times \mathcal{\hat{Z}}} \rho(z, \hat{z}) < \infty,
\]

221
where \( \rho(\cdot, \cdot) \) is a given single-letter distortion measure. Then the source’s rate-distortion function satisfies the following expression

\[
R(D) = \min_{P_{\hat{Z} | Z} : E[\rho(Z, \hat{Z})] \leq D} I(Z; \hat{Z}).
\]

**Proof:** Define

\[
R^{(I)}(D) \triangleq \min_{P_{\hat{Z} | Z} : E[\rho(Z, \hat{Z})] \leq D} I(Z; \hat{Z}); \quad (6.3.3)
\]
this quantity is typically called Shannon’s information rate-distortion function.

We will then show that the (operational) rate-distortion function \( R(D) \) given in Definition 6.14 equals \( R^{(I)}(D) \).

1. **Achievability Part** (i.e., \( R(D + \varepsilon) \leq R^{(I)}(D) + 4\varepsilon \) for arbitrarily small \( \varepsilon > 0 \)):

   We need to show that for any \( \varepsilon > 0 \), there exist \( 0 < \gamma < 4\varepsilon \) and a sequence of lossy data compression codes \( \{(n, M_n, D + \varepsilon)\}_{n=1}^{\infty} \) with

   \[
   \limsup_{n \to \infty} \frac{1}{n} \log_2 M_n \leq R^{(I)}(D) + \gamma < R^{(I)}(D) + 4\varepsilon.
   \]

   The proof is as follows.

   **Step 1: Optimizing conditional distribution.** Let \( P_{\hat{Z} | Z} \) be the conditional distribution that achieves \( R^{(I)}(D) \), i.e.,

   \[
   R^{(I)}(D) = \min_{P_{\hat{Z} | Z} : E[\rho(Z, \hat{Z})] \leq D} I(Z; \hat{Z}) = I(Z; \tilde{Z}).
   \]

   Then

   \[
   E[\rho(Z, \tilde{Z})] \leq D.
   \]

   Choose \( M_n \) to satisfy

   \[
   R^{(I)}(D) + \frac{1}{2} \gamma \leq \frac{1}{n} \log_2 M_n \leq R^{(I)}(D) + \gamma
   \]

   for some \( \gamma \) in \((0, 4\varepsilon)\), for which the choice should exist for all sufficiently large \( n > N_0 \) for some \( N_0 \). Define

   \[
   \delta \triangleq \min \left\{ \gamma, \frac{\varepsilon}{8}, \frac{\varepsilon}{1 + 2\rho_{\max}} \right\}.
   \]

   **Step 2: Random coding.** Independently select \( M_n \) words from \( \hat{Z}^n \) according to

   \[
   P_{\hat{Z}^n}(\tilde{z}^n) = \prod_{i=1}^{n} P_{\hat{Z}}(\tilde{z}_i),
   \]
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and denote this random codebook by $\mathcal{C}_n$, where

$$P_{\tilde{Z}}(\tilde{z}) = \sum_{z \in Z} P_Z(z) P_{\tilde{Z}|Z}(\tilde{z}|z).$$

**Step 3: Encoding rule.** Define a subset of $Z^n$ as

$$\mathcal{J}(\mathcal{C}_n) \triangleq \{ z^n \in Z^n : \exists \tilde{z}^n \in \mathcal{C}_n \text{ such that } (z^n, \tilde{z}^n) \in \mathcal{D}_n(\delta) \},$$

where $\mathcal{D}_n(\delta)$ is defined under $P_{\tilde{Z}|Z}$. Based on the codebook

$$\mathcal{C}_n = \{ c_1, c_2, \ldots, c_{M_n} \},$$

define the encoding rule as:

$$h_n(z^n) = \begin{cases}  
  c_m, & \text{if } (z^n, c_m) \in \mathcal{D}_n(\delta); \\
  \text{any word in } \mathcal{C}_n, & \text{otherwise.} 
\end{cases}$$

(when more than one satisfying the requirement, just pick any.)

Note that when $z^n \in \mathcal{J}(\mathcal{C}_n)$, we have $(z^n, h_n(z^n)) \in \mathcal{D}_n(\delta)$ and

$$\frac{1}{n} \rho_n(z^n, h_n(z^n)) \leq E[\rho(Z, \tilde{Z})] + \delta \leq D + \delta.$$

**Step 4: Calculation of the probability of the complement of $\mathcal{J}(\mathcal{C}_n)$.** Let $N_1$ be chosen such that for $n > N_1$,

$$P_{Z^n, \tilde{Z}^n}(\mathcal{D}_n^c(\delta)) < \delta.$$

Let

$$\Omega \triangleq P_{Z^n}(\mathcal{J}^c(\mathcal{C}_n)).$$

Then the expected probability of source $n$-tuples not belonging to $\mathcal{J}(\mathcal{C}_n)$, averaged over all randomly generated codebooks, is given by

$$E[\Omega] = \sum_{\mathcal{C}_n} P_{Z^n}(\mathcal{C}_n) \left( \sum_{z^n \notin \mathcal{J}(\mathcal{C}_n)} P_{Z^n}(z^n) \right) = \sum_{z^n \in Z^n} P_{Z^n}(z^n) \left( \sum_{\mathcal{C}_n : z^n \notin \mathcal{J}(\mathcal{C}_n)} P_{\tilde{Z}^n}(\mathcal{C}_n) \right).$$

For any $z^n$ given, to select a codebook $\mathcal{C}_n$ satisfying $z^n \notin \mathcal{J}(\mathcal{C}_n)$ is equivalent to independently draw $M_n$ $n$-tuples from $\tilde{Z}^n$ which are not jointly distortion typical with $z^n$. Hence,

$$\sum_{\mathcal{C}_n : z^n \notin \mathcal{J}(\mathcal{C}_n)} P_{\tilde{Z}^n}(\mathcal{C}_n) = \left( \Pr \left[ (z^n, \tilde{Z}^n) \notin \mathcal{D}_n(\delta) \right] \right)^{M_n}.$$
For convenience, we let $K(z^n, z^n)$ denote the indicator function of $\mathcal{D}_n(\delta)$, i.e.,

$$K(z^n, z^n) = \begin{cases} 
1, & \text{if } (z^n, z^n) \in \mathcal{D}_n(\delta); \\
0, & \text{otherwise.}
\end{cases}$$

Then

$$\sum_{\mathcal{C}_n : z^n \not\in \mathcal{J}(\mathcal{C}_n)} P_{\tilde{z}^n}(\mathcal{C}_n) = \left( 1 - \sum_{z^n \in \tilde{z}^n} P_{\tilde{z}^n}(z^n) K(z^n, z^n) \right)^{M_n}. $$

Continuing the computation of $E[\Omega]$, we get

$$E[\Omega] = \sum_{z^n \in \tilde{z}^n} P_{Z^n}(z^n) \left( 1 - \sum_{z^n \in \tilde{z}^n} P_{\tilde{z}^n}(z^n) K(z^n, z^n) \right)^{M_n} \leq \sum_{z^n \in \tilde{z}^n} P_{Z^n}(z^n) \left( 1 - \sum_{z^n \in \tilde{z}^n} P_{\tilde{z}^n|Z^n}(z^n | z^n) 2^{-n(I(Z; \tilde{Z}) + 3\delta)} K(z^n, z^n) \right)^{M_n} \leq \sum_{z^n \in \tilde{z}^n} P_{Z^n}(z^n) \left( 1 - \sum_{z^n \in \tilde{z}^n} P_{\tilde{z}^n|Z^n}(z^n | z^n) K(z^n, z^n) \right)^{M_n} + \exp \left\{ -M_n \cdot 2^{-n(I(Z; \tilde{Z}) + 3\delta)} \right\} \quad \text{(from (6.3.2))} \leq \sum_{z^n \in \tilde{z}^n} P_{Z^n}(z^n) \left( 1 - \sum_{z^n \in \tilde{z}^n} P_{\tilde{z}^n|Z^n}(z^n | z^n) K(z^n, z^n) + \exp \left\{ -2^{n(R^{(I)}(D) + \gamma/2) - n(I(Z; \tilde{Z}) + 3\delta)} \right\} \right), \quad \text{(for } R^{(I)}(D) + \gamma/2 < (1/n) \log_2 M_n) \leq 1 - P_{Z^n, \tilde{z}^n}(\mathcal{D}_n(\delta)) + \exp \{-2n\delta\}, \quad \text{(for } R^{(I)}(D) = I(Z; \tilde{Z}) \text{ and } \delta \leq \gamma/8) \quad = P_{Z^n, \tilde{z}^n}(\mathcal{D}_n^c(\delta)) + \exp \{-2n\delta\} \quad \leq \delta + \delta = 2\delta$$

for all $n > N \triangleq \max \left\{ N_0, N_1, \frac{1}{\delta} \log_2 \log \left( \frac{1}{\min(\delta, 1)} \right) \right\}$. 
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Since $E[\Omega] = E[P_{Z^n}(J^c(\mathcal{C}_n))] \leq 2\delta$, there must exist a codebook $\mathcal{C}_n$ such that $P_{Z^n}(J^c(\mathcal{C}_n))$ is no greater than $2\delta$ for $n$ sufficiently large.

**Step 5: Calculation of distortion.** The distortion of the optimal codebook $\mathcal{C}_n^*$ (from the previous step) satisfies for $n > N$:

$$
\frac{1}{n}E[\rho_n(Z^n, h_n(Z^n))] = \sum_{z^n \in J(\mathcal{C}_n)} P_{Z^n}(z^n) \frac{1}{n} \rho_n(z^n, h_n(z^n)) + \sum_{z^n \not\in J(\mathcal{C}_n)} P_{Z^n}(z^n)
\leq \sum_{z^n \in J(\mathcal{C}_n)} P_{Z^n}(z^n)(D + \delta) + \sum_{z^n \not\in J(\mathcal{C}_n)} P_{Z^n}(z^n) \rho_{max}
\leq (D + \delta) + 2\delta \cdot \rho_{max}
\leq D + \delta(1 + 2\rho_{max})
\leq D + \varepsilon.
$$

This concludes the proof of the achievability part.

2. **Converse Part** (i.e., $R(D + \varepsilon) \geq R^{(I)}(D)$ for arbitrarily small $\varepsilon > 0$ and any $D \in \{D \geq 0: R^{(I)}(D) > 0 \}$): We need to show that for any sequence of $\{(n, M_n, D_n)\}_{n=1}^\infty$ code with

$$
\limsup_{n \to \infty} \frac{1}{n} \log_2 M_n < R^{(I)}(D),
$$

there exists $\varepsilon > 0$ such that

$$
D_n = \frac{1}{n} E[\rho_n(Z^n, h_n(Z^n))] > D + \varepsilon
$$

for $n$ sufficiently large. The proof is as follows.

**Step 1: Convexity of mutual information.** By the convexity of mutual information $I(Z; \hat{Z})$ with respect to $P_{\hat{Z}|Z}$ for a fixed $P_Z$, we have

$$
I(Z; \hat{Z}_\lambda) \leq \lambda \cdot I(Z; \hat{Z}_1) + (1 - \lambda) \cdot I(Z; \hat{Z}_2),
$$

where $\lambda \in [0, 1]$, and

$$
P_{\hat{Z}_\lambda|Z}(\hat{z}|z) \triangleq \lambda P_{\hat{Z}_1|Z}(\hat{z}|z) + (1 - \lambda) P_{\hat{Z}_2|Z}(\hat{z}|z).
$$

**Step 2: Convexity of $R^{(I)}(D)$.** Let $P_{\hat{Z}_1|Z}$ and $P_{\hat{Z}_2|Z}$ be two distributions achieving $R^{(I)}(D_1)$ and $R^{(I)}(D_2)$, respectively. Since

$$
E[\rho(Z, \hat{Z}_\lambda)] = \sum_{z \in Z} P_Z(z) \sum_{\hat{z} \in \hat{Z}} P_{\hat{Z}_\lambda|Z}((\hat{z}|z) \rho(z, \hat{z})
$$
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\[
\sum_{z \in \mathcal{Z}, \hat{z} \in \hat{\mathcal{Z}}} P_Z(z) \left[ \lambda P_{Z|\hat{Z}}(\hat{z}|z) + (1 - \lambda) P_{\hat{Z}|Z}(\hat{z}|z) \right] \rho(z, \hat{z}) \\
= \lambda D_1 + (1 - \lambda) D_2,
\]
we have
\[
R^{(I)}(\lambda D_1 + (1 - \lambda) D_2) \leq I(Z; \hat{Z}_\lambda) \leq \lambda I(Z; \hat{Z}_1) + (1 - \lambda) I(Z; \hat{Z}_2) = \lambda R^{(I)}(D_1) + (1 - \lambda) R^{(I)}(D_2).
\]
Therefore, \( R^{(I)}(D) \) is a convex function.

**Step 3: Strictly decreasing and continuity properties of \( R^{(I)}(D) \).**

By definition, \( R^{(I)}(D) \) is non-increasing in \( D \). Also,
\[
R^{(I)}(D) = 0 \quad \text{iff} \quad D \geq D_{\text{max}} \triangleq \min_{\hat{z}} \sum_{z \in \mathcal{Z}} P_Z(z) \rho(z, \hat{z}) \quad (6.3.4)
\]
which is finite by the boundedness of the distortion measure. Thus since \( R^{(I)}(D) \) is non-increasing and convex, it directly follows that it is strictly decreasing and continuous over \( \{D \geq 0: R^{(I)}(D) > 0\} \).

**Step 4: Main proof.**

\[
\log_2 M_n \geq H(h_n(Z^n)) \\
= H(h_n(Z^n)) - H(h_n(Z^n)|Z^n), \quad \text{since} \quad H(h_n(Z^n)|Z^n) = 0; \\
= I(Z^n; h_n(Z^n)) \\
= H(Z^n) - H(Z^n|h_n(Z^n)) \\
= \sum_{i=1}^n H(Z_i) - \sum_{i=1}^n H(Z_i|h_n(Z^n), Z_1, \ldots, Z_{i-1}) \\
\geq \sum_{i=1}^n H(Z_i) - \sum_{i=1}^n H(Z_i|\hat{Z}_i) \quad \text{by the independence of} \ Z^n, \\
\text{and the chain rule for conditional entropy;} \\
\geq \sum_{i=1}^n R^{(I)}(D_i), \quad \text{where} \ D_i \triangleq E[\rho(Z_i, \hat{Z}_i)];
\]
\[ n \sum_{i=1}^{n} \frac{1}{n} R^{(i)}(D_i) \]
\[ \geq n R^{(i)} \left( \sum_{i=1}^{n} \frac{1}{n} D_i \right), \text{ by convexity of } R^{(i)}(D); \]
\[ = n R^{(i)} \left( \frac{1}{n} E[\rho_n(Z^n, h_n(Z^n))] \right), \]

where the last step follows since the distortion measure is additive. Finally, \( \limsup_{n \to \infty} (1/n) \log_2 M_n < R^{(i)}(D) \) implies the existence of \( N \) and \( \gamma > 0 \) such that \( (1/n) \log_2 M_n < R^{(i)}(D) - \gamma \) for all \( n > N \). Therefore, for \( n > N \),

\[ R^{(i)} \left( \frac{1}{n} E[\rho_n(Z^n, h_n(Z^n))] \right) < R^{(i)}(D) - \gamma, \]

which, together with the fact that \( R^{(i)}(D) \) is strictly decreasing, implies that

\[ \frac{1}{n} E[\rho_n(Z^n, h_n(Z^n))] > D + \varepsilon \]

for some \( \varepsilon = \varepsilon(\gamma) > 0 \) and for all \( n > N \).

3. **Summary:** For \( D \in \{ D \geq 0: R^{(i)}(D) > 0 \} \), the achievability and converse parts jointly imply that \( R^{(i)}(D) + 4\varepsilon \geq R(D + \varepsilon) \geq R^{(i)}(D) \) for arbitrarily small \( \varepsilon > 0 \). These inequalities together with the continuity of \( R^{(i)}(D) \) yield that \( R(D) = R^{(i)}(D) \) for \( D \in \{ D \geq 0: R^{(i)}(D) > 0 \} \).

For \( D \in \{ D \geq 0: R^{(i)}(D) = 0 \} \), the achievability part gives us \( R^{(i)}(D) + 4\varepsilon = 4\varepsilon \geq R(D + \varepsilon) \geq 0 \) for arbitrarily small \( \varepsilon > 0 \). This immediately implies that \( R(D) = 0(\Rightarrow R^{(i)}(D)) \) as desired. \( \square \)

As in the case of block source coding in Chapter 3 (compare Theorem 3.5 with Theorem 3.14), the above rate-distortion theorem can be extended for the case of stationary ergodic sources (e.g., see [98, 27]).

**Theorem 6.21 (Shannon’s rate-distortion theorem for stationary ergodic sources)** Consider a stationary ergodic source \( \{Z_n\}_{n=1}^{\infty} \) with alphabet \( \mathcal{Z} \), reproduction alphabet \( \hat{\mathcal{Z}} \) and a bounded additive distortion measure \( \rho_n(\cdot, \cdot); \) i.e.,

\[ \rho_n(z^n, \hat{z}^n) = \sum_{i=1}^{n} \rho(z_i, \hat{z}_i) \quad \text{and} \quad \rho_{\text{max}} \triangleq \max_{(z, \hat{z}) \in \mathcal{Z} \times \hat{\mathcal{Z}}} \rho(z, \hat{z}) < \infty, \]

where \( \rho(\cdot, \cdot) \) is a given single-letter distortion measure. Then the source’s rate-distortion function is given by

\[ R(D) = \bar{R}(D), \]
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where

$$\bar{R}(I)(D) \triangleq \lim_{n \to \infty} R_n^{(I)}(D)$$  \hfill (6.3.5)$$

is called the asymptotic information rate-distortion function. and

$$R_n^{(I)}(D) \triangleq \min_{P_{\hat{Z}^n|Z^n}: \frac{1}{n} E[\rho_n(Z^n,\hat{Z}^n)] \leq D} \frac{1}{n} I(Z^n;\hat{Z}^n)$$  \hfill (6.3.6)$$
is the n-th order information rate-distortion function.

**Observation 6.22 (Notes on the asymptotic information rate-distortion function)**

- Note that the quantity $\bar{R}(I)(D)$ in (6.3.5) is well-defined as long as the source is stationary; furthermore, $\bar{R}(I)(D)$ satisfies (see [98, p. 492])

$$\bar{R}(I)(D) = \lim_{n \to \infty} R_n^{(I)}(D) = \inf_{n} R_n^{(I)}(D).$$

Hence

$$\bar{R}(I)(D) \leq R_n^{(I)}(D)$$  \hfill (6.3.7)$$
holds for any $n = 1, 2, \ldots$

- **Wyner-Ziv lower bound on $\bar{R}(I)(D)$**: The following lower bound on $\bar{R}(I)(D)$, due to Wyner and Ziv [296] (see also [27]), holds for stationary sources:

$$\bar{R}(I)(D) \geq R_n^{(I)}(D) - \mu_n$$  \hfill (6.3.8)$$

where

$$\mu_n \triangleq \frac{1}{n} H(Z^n) - H(Z)$$

represents the amount of memory in the source and $H(Z) = \lim_{n \to \infty} \frac{1}{n} H(Z^n)$ is the source entropy rate. Note that as $n \to \infty$, $\mu_n \to 0$; thus the above Wyner-Ziv lower bound is asymptotically tight in $n$.

- When the source $\{Z_n\}$ is a DMS, it can readily be verified from (6.3.5) and (6.3.6) that

$$\bar{R}(I)(D) = R_1^{(I)}(D) = R(I)(D),$$

where $R(I)(D)$ is given in (6.3.3).

---

1A twin result to the above Wyner-Ziv lower bound, which consists of an upper bound on the capacity-cost function of channels with stationary additive noise, is shown in [11, Corollary 1]. This result, which is expressed in terms of the $n$-th order capacity-cost function and the amount of memory in the channel noise, illustrates the “natural duality” between the information rate-distortion and capacity-cost functions originally pointed out by Shannon [249].
• $\bar{R}^{(I)}(D)$ for binary symmetric Markov sources: When $\{Z_n\}$ is a stationary binary symmetric Markov source, $\bar{R}^{(I)}(D)$ is partially explicitly known. More specifically, it is shown by Gray [116] that

$$\bar{R}^{(I)}(D) = h_b(q) - h_b(D) \quad \text{for } 0 \leq D \leq D_c$$

where

$$D_c = \frac{1}{2} \left(1 - \sqrt{1 - \frac{(1 - q)^2}{q}}\right),$$

$q = P\{Z_n = 1|Z_{n-1} = 0\} = P\{Z_n = 0|Z_{n-1} = 1\} > 1/2$ is the source’s transition probability and $h_b(p) = -p \log_2(p) - (1 - p) \log_2(1 - p)$ is the binary entropy function. Determining $\bar{R}^{(I)}(D)$ for $D > D_c$ is still an open problem, although $\bar{R}^{(I)}(D)$ can be estimated in this region via lower and upper bounds. Indeed, the right-hand side of (6.3.9) still serves as a lower bound on $\bar{R}^{(I)}(D)$ for $D > D_c$ [116]. Another lower bound on $\bar{R}^{(I)}(D)$ is the above Wyner-Ziv bound (6.3.8), while (6.3.7) gives an upper bound. Various bounds on $\bar{R}^{(I)}(D)$ are studied in [28] and calculated (in particular, see [28, Figure 1]).

The formula of the rate-distortion function obtained in the previous theorems is also valid for the squared error distortion over the real numbers, even if it is unbounded. Here, we put the boundedness assumption just to facilitate the exposition of the current proof.\(^2\) The discussion on lossy data compression, especially for continuous alphabet sources, will continue in Section 6.4. Examples of the calculation of the rate-distortion function for memoryless sources will also be given in the same section.

After introducing Shannon’s source coding theorem for block codes, Shannon’s channel coding theorem for block codes and the rate-distortion theorem in the memoryless system setting (or even stationary ergodic setting in the case of the source coding and rate-distortion theorems), we briefly elucidate the “key concepts or techniques” behind these lengthy proofs, in particular the notions of a typical-set and of random coding. The typical-set construct – specifically, $\delta$-typical set for source coding, joint $\delta$-typical set for channel coding, and distortion typical set for rate-distortion – uses a law of large numbers or AEP argument to claim the existence of a set with very high probability; hence, the respective information manipulation can just focus on the set with negligible performance

\(^2\)For example, the boundedness assumption in the theorems can be replaced with assuming that there exists a reproduction symbol $\hat{z}_0 \in \hat{Z}$ such that $E[\rho(Z, \hat{z}_0)] < \infty$ [27, Theorems 7.2.4 and 7.2.5]. This assumption can accommodate the squared error distortion measure and a source with finite second moment (including continuous-alphabet sources such as Gaussian sources); see also [98, Theorem 9.6.2 and p. 479].
loss. The random coding technique shows that the *expectation* of the desired performance over all possible information manipulation schemes (randomly drawn according to some *properly chosen* statistics) is already acceptably good, and hence the existence of at least one good scheme that fulfills the desired performance index is validated. As a result, in situations where the above two techniques apply, a similar theorem can often be established. A natural question is whether we can extend the theorems to cases where these two techniques fail. It is obvious that only when new methods (other than the above two) are developed can the question be answered in the affirmative; see [117, 131, 261, 49, 50] for examples of more general rate-distortion theorems involving sources with memory.

6.4 Calculation of the rate-distortion function

In light of Theorem 6.20 and the discussion at the end of the previous section, we know that for a wide class of memoryless sources

\[ R(D) = R^{(1)}(D) \]

as given in (6.3.3).

We first note that, like channel capacity, \( R(D) \) cannot in general be explicitly determined in a closed-form expression, and thus optimization based algorithms can be used for its efficient numerical computation [17, 33, 62, 35]. In the following, we consider simple examples involving the Hamming and squared error distortion measures where bounds or exact expressions for \( R(D) \) can be obtained.

6.4.1 Rate-distortion function for discrete memoryless sources under the Hamming distortion measure

A specific application of the rate-distortion function that is useful in practice is when the Hamming additive distortion measure is used with a (finite-alphabet) DMS with \( \hat{\mathcal{Z}} = \mathcal{Z} \).

We first assume that the DMS is binary-valued (i.e., it is a Bernoulli source) with \( \hat{\mathcal{Z}} = \mathcal{Z} = \{0, 1\} \). In this case, the Hamming additive distortion measure satisfies:

\[ \rho_n(z^n, \hat{z}^n) = \sum_{i=1}^{n} z_i \oplus \hat{z}_i, \]

where \( \oplus \) denotes modulo two addition. In such case, \( \rho(z^n, \hat{z}^n) \) is exactly the number of bit errors or changes after compression. Therefore, the distortion bound \( D \) becomes a bound on the average probability of bit error. Specifically,
among \( n \) compressed bits, it is expected to have \( E[\rho(Z^n, \hat{Z}^n)] \) bit errors; hence, the expected value of bit-error-rate is \((1/n)E[\rho(Z^n, \hat{Z}^n)]\). The rate-distortion function for binary sources and Hamming additive distortion measure is given by the next theorem.

**Theorem 6.23** Fix a binary DMS \( \{Z_n\}_{n=1}^{\infty} \) with marginal distribution \( P_Z(0) = 1 - P_Z(1) = p \), where \( 0 < p < 1 \). Then the source's rate-distortion function under the Hamming additive distortion measure is given by:

\[
R(D) = \begin{cases} 
    h_b(p) - h_b(D) & \text{if } 0 \leq D < \min\{p, 1-p\}; \\
    0 & \text{if } D \geq \min\{p, 1-p\},
\end{cases}
\]

where \( h_b(\cdot) \) is the binary entropy function.

**Proof:** Assume without loss of generality that \( p \leq 1/2 \).

We first prove the theorem for \( 0 \leq D < \min\{p, 1-p\} = p \). Observe that

\[
H(Z|\hat{Z}) = H(Z \oplus \hat{Z}|\hat{Z}).
\]

Also observe that

\[
E[\rho(Z, \hat{Z})] \leq D \text{ implies that } \Pr\{Z \oplus \hat{Z} = 1\} \leq D.
\]

Then, examining (6.3.3), we have

\[
I(Z; \hat{Z}) = H(Z) - H(Z|\hat{Z}) \\
= h_b(p) - H(Z \oplus \hat{Z}|\hat{Z}) \\
\geq h_b(p) - H(Z \oplus \hat{Z}) \quad \text{(conditioning never increases entropy)} \\
\geq h_b(p) - h_b(D),
\]

where the last inequality follows since the binary entropy function \( h_b(x) \) is increasing for \( x \leq 1/2 \), and \( \Pr\{Z \oplus \hat{Z} = 1\} \leq D \). Since the above derivation is true for any \( P_{Z|Z} \), we have

\[
R(D) \geq h_b(p) - h_b(D).
\]

It remains to show that the lower bound is achievable by some \( P_{Z|Z} \), or equivalently, \( H(Z|\hat{Z}) = h_b(D) \) for some \( P_{Z|Z} \). By defining \( P_{Z|\hat{Z}}(0|0) = P_{Z|\hat{Z}}(1|1) = 1 - D \), we immediately obtain \( H(Z|\hat{Z}) = h_b(D) \). The desired \( P_{Z|Z} \) can be obtained by simultaneously solving the equations

\[
1 = P_Z(0) + P_Z(1) = \frac{P_Z(0)}{P_{Z|\hat{Z}}(0|0)} P_{Z|Z}(0|0) + \frac{P_Z(0)}{P_{Z|\hat{Z}}(0|1)} P_{Z|Z}(1|0)
\]
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\[ p = \frac{p}{1 - D} P_{\hat{Z}|Z}(0|0) + \frac{p}{D} (1 - P_{\hat{Z}|Z}(0|0)) \]

and

\[ 1 = P_Z(0) + P_Z(1) = \frac{P_{Z}(1)}{P_{Z|\hat{Z}}(1|0)} P_{\hat{Z}|Z}(0|1) + \frac{P_{Z}(1)}{P_{Z|\hat{Z}}(1|1)} P_{\hat{Z}|Z}(1|1) \]

\[ = \frac{1 - p}{D} (1 - P_{\hat{Z}|Z}(1|1)) + \frac{1 - p}{1 - D} P_{\hat{Z}|Z}(1|1), \]

which yield

\[ P_{\hat{Z}|Z}(0|0) = \frac{1 - D}{1 - 2D} \left( 1 - \frac{D}{p} \right) \]

and

\[ P_{\hat{Z}|Z}(1|1) = \frac{1 - D}{1 - 2D} \left( 1 - \frac{D}{1 - p} \right). \]

If \( 0 \leq D < \min\{p, 1 - p\} = p \), then \( P_{\hat{Z}|Z}(0|0) > 0 \) and \( P_{\hat{Z}|Z}(1|1) > 0 \), completing the proof.

Finally, the fact that \( R(D) = 0 \) for \( D \geq \min\{p, 1 - p\} = p \) follows directly from (6.3.4) by noting that \( D_{\text{max}} = \min\{p, 1 - p\} = p \).

The above theorem can be extended for non-binary (finite alphabet) memoryless sources resulting in a more complicated (but exact) expression for \( R(D) \), see [154]. We instead present a simple lower bound on \( R(D) \) for a non-binary DMS under the Hamming distortion measure; this bound is a special case of the so-called Shannon lower bound on the rate-distortion function of a DMS [249] (see also [27], [118], [57, Prob. 10.6]).

**Theorem 6.24** Fix a DMS \( \{Z_n\}_{n=1}^{\infty} \) with distribution \( P_Z \). Then the source’s rate-distortion function under the Hamming additive distortion measure and \( \hat{Z} = Z \) satisfies:

\[ R(D) \geq H(Z) - D \log_2 (|Z| - 1) - h_b(D) \quad \text{for } 0 \leq D \leq D_{\text{max}} \quad (6.4.1) \]

where \( D_{\text{max}} \) is given in (6.3.4) as

\[ D_{\text{max}} \overset{\Delta}{=} \min_{\hat{z}} \sum_{z \in Z} P_Z(z) \rho(z, \hat{z}) = 1 - \max_{\hat{z}} P_Z(\hat{z}), \]

\( H(Z) \) is the source entropy and \( h_b(\cdot) \) is the binary entropy function. Furthermore, equality holds in the above bound for \( D \leq (|Z| - 1) \min_{z \in Z} P_Z(z) \).

**Proof:** The proof is left as an exercise. (Hint: use Fano’s inequality and examine the equality condition.)
Observation 6.25 (Special cases of Theorem 6.24)

- If the source is binary (i.e., $|Z| = 2$) with $P_Z(0) = p$, then
  
  $$(|Z| - 1) \min_{z \in Z} P_Z(z) = \min\{p, 1 - p\} = D_{\text{max}}.$$ 

  Thus the condition for equality in (6.4.1) always holds and Theorem 6.24 reduces to Theorem 6.23.

- If the source is uniformly distributed (i.e., $P_Z(z) = 1/|Z|$ for all $z \in Z$), then
  
  $$(|Z| - 1) \min_{z \in Z} P_Z(z) = \frac{|Z| - 1}{|Z|} = D_{\text{max}}.$$ 

  Thus we directly obtain from Theorem 6.24 that

  $$R(D) = \begin{cases} 
  \log_2(|Z|) - D \log_2 \left(\frac{|Z| - 1}{|Z|}\right) - h_b(D), & \text{if } 0 \leq D \leq \frac{|Z| - 1}{|Z|}; \\
  0, & \text{if } D > \frac{|Z| - 1}{|Z|}. 
  \end{cases}$$

  (6.4.2)

6.4.2 Rate-distortion function for continuous memoryless sources under the squared error distortion measure

We next examine the calculation or bounding of the rate-distortion function for continuous memoryless sources under the additive squared error distortion measure. We first show that the Gaussian source maximizes the rate-distortion function among all continuous sources with identical variance. This result, whose proof uses the fact that the Gaussian distribution maximizes differential entropy among all real-valued sources with the same variance (Theorem 5.20), can be seen as a dual result to Theorem 5.33, which states that Gaussian noise minimizes the capacity of additive noise channels. We also obtain the Shannon lower bound on the rate-distortion function of continuous sources under the squared error distortion measure.

Theorem 6.26 (Gaussian sources maximize the rate-distortion function) Under the additive squared error distortion measure, namely $\rho_n(z^n, \hat{z}^n) = \sum_{i=1}^n (z_i - \hat{z}_i)^2$, the rate-distortion function for any continuous memoryless source $\{Z_i\}$ with a pdf of support $\mathbb{R}$, zero mean, variance $\sigma^2$ and finite differential entropy satisfies

$$R(D) \leq \begin{cases} 
  \frac{1}{2} \log_2 \frac{\sigma^2}{D}, & \text{for } 0 < D \leq \sigma^2 \\
  0, & \text{for } D > \sigma^2 
  \end{cases}$$

with equality holding when the source is Gaussian.
Proof: By Theorem 6.20 (extended to the “unbounded” squared error distortion measure),

\[ R(D) = R^{(1)}(D) = \min_{f_{\hat{Z}|Z}: E[(Z-\hat{Z})^2] \leq D} I(Z; \hat{Z}). \]

So for any \( f_{\hat{Z}|Z} \) satisfying the distortion constraint,

\[ R(D) \leq I(f_Z, f_{\hat{Z}|Z}). \]

For \( 0 < D \leq \sigma^2 \), choose a dummy Gaussian random variable \( W \) with zero mean and variance \( aD \), where \( a = 1 - D/\sigma^2 \), and is independent of \( Z \). Let \( \hat{Z} = aZ + W \). Then

\[ E[(Z - \hat{Z})^2] = E[(1-a)^2Z^2] + E[W^2] = (1-a)^2\sigma^2 + aD = D \]

which satisfies the distortion constraint. Note that the variance of \( \hat{Z} \) is equal to \( E[a^2Z^2] + E[W^2] = \sigma^2 - D \). Consequently,

\[
R(D) \leq I(Z; \hat{Z})
= h(\hat{Z}) - h(\hat{Z}|Z)
= h(\hat{Z}) - h(W + aZ|Z)
= h(\hat{Z}) - h(W|Z) \quad \text{(by Lemma 5.14)}
= h(\hat{Z}) - h(W) \quad \text{(by the independence of } W \text{ and } Z)
= h(\hat{Z}) - \frac{1}{2} \log_2(2\pi e(aD))
\leq \frac{1}{2} \log_2(2\pi e(\sigma^2 - D)) - \frac{1}{2} \log_2(2\pi e(aD)) \quad \text{(by Theorem 5.20)}
= \frac{1}{2} \log_2 \frac{\sigma^2}{D}.
\]

For \( D > \sigma^2 \), let \( \hat{Z} \) satisfy \( \Pr\{\hat{Z} = 0\} = 1 \) and be independent of \( Z \). Then \( E[(Z - \hat{Z})^2] = E[Z^2] + E[\hat{Z}^2] - 2E[Z|\hat{Z}]E[\hat{Z}] = \sigma^2 < D \), and \( I(Z; \hat{Z}) = 0 \). Hence, \( R(D) = 0 \) for \( D > \sigma^2 \).

The achievability of this upper bound by a Gaussian source (with zero mean and variance \( \sigma^2 \)) can be proved by showing that under the Gaussian source, \((1/2)\log_2(\sigma^2/D)\) is a lower bound to \( R(D) \) for \( 0 < D \leq \sigma^2 \). Indeed, when the source is Gaussian and for any \( f_{\hat{Z}|Z} \) such that \( E[(Z - \hat{Z})^2] \leq D \), we have

\[
I(Z; \hat{Z}) = h(Z) - h(Z|\hat{Z})
= \frac{1}{2} \log_2(2\pi e\sigma^2) - h(Z - \hat{Z}|\hat{Z})
\geq \frac{1}{2} \log_2(2\pi e\sigma^2) - h(Z - \hat{Z}) \quad \text{(by Lemma 5.14)}
\]
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\[
\begin{align*}
\geq & \quad \frac{1}{2} \log_2(2\pi e) - \frac{1}{2} \log_2 \left(2\pi e \text{Var}[Z - \hat{Z}]\right) \quad \text{(by Theorem 5.20)} \\
\geq & \quad \frac{1}{2} \log_2(2\pi e) - \frac{1}{2} \log_2 \left(2\pi e E[|Z - \hat{Z}|^2]\right) \\
\geq & \quad \frac{1}{2} \log_2(2\pi e) - \frac{1}{2} \log_2 (2\pi eD) \\
= & \quad \frac{1}{2} \log_2 \frac{\sigma^2}{D}.
\end{align*}
\]

\[\square\]

**Theorem 6.27** (Shannon lower bound on the rate-distortion function: squared error distortion) Consider a continuous memoryless source \(\{Z_i\}\) with a pdf of support \(\mathbb{R}\) and finite differential entropy under the additive squared error distortion measure. Then its rate-distortion function satisfies
\[
R(D) \geq h(Z) - \frac{1}{2} \log_2(2\pi eD).
\]

**Proof:** The proof, which follows similar steps as in the achievability of the upper bound in the proof of the previous theorem, is left as an exercise. \(\square\)

The above two theorems yield that for any continuous memoryless source \(\{Z_i\}\) with zero mean and variance \(\sigma^2\), its rate-distortion function under the mean-square error distortion measure satisfies
\[
R_{SH}(D) \leq R(D) \leq R_G(D) \quad \text{for } 0 < D \leq \sigma^2 \tag{6.4.3}
\]
where
\[
R_{SH}(D) \triangleq h(Z) - \frac{1}{2} \log_2(2\pi eD)
\]
and
\[
R_G(D) \triangleq \frac{1}{2} \log_2 \frac{\sigma^2}{D},
\]
and with equality holding when the source is Gaussian. Thus, the difference between the upper and lower bounds on \(R(D)\) in (6.4.3) is
\[
R_G(D) - R_{SH}(D) = -h(Z) + \frac{1}{2} \log_2(2\pi e\sigma^2) = D(Z\|Z_G) \tag{6.4.4}
\]
where \(D(Z\|Z_G)\) is the non-Gaussianness of \(Z\), i.e., the divergence between \(Z\) and a Gaussian random variable \(Z_G\) of mean zero and variance \(\sigma^2\).

Thus the gap between the upper and lower bounds in (6.4.4) is zero if the source is Gaussian and strictly positive if the source is non-Gaussian. For example, if \(Z\) is uniformly distributed on the interval \([-\sqrt{3}\sigma^2, \sqrt{3}\sigma^2]\) and hence with
variance $\sigma^2$, then $D(Z\|Z_G) = 0.255$ bits for $\sigma^2 = 1$. On the other hand, if $Z$ is Laplacian distributed with variance $\sigma^2$ or parameter $\sigma/\sqrt{2}$ (its pdf is given by $f_Z(z) = \frac{1}{\sqrt{2\sigma^2}} \exp\left\{ -\frac{|z|}{\sigma} \right\}$ for $z \in \mathbb{R}$), then $D(Z\|Z_G) = 0.104$ bits for $\sigma^2 = 1$. We can thus deduce that the Laplacian source is more similar to the Gaussian source than the uniformly distributed source and hence its rate-distortion function is closer to Gaussian’s rate-distortion function $R_G(D)$ than that of a uniform source. Finally in light of (6.4.4), the bounds on $R(D)$ in (6.4.3) can be expressed in terms of the Gaussian rate-distortion function $R_G(D)$ and the non-Gaussianness $D(Z\|Z_G)$, as follows

$$R_G(D) - D(Z\|Z_G) \leq R(D) \leq R_G(D) \quad \text{for } 0 < D \leq \sigma^2. \quad (6.4.5)$$

Note that (6.4.5) is nothing but the dual of (5.7.4) and is an illustration of the duality between the rate-distortion and capacity-cost functions.

**Observation 6.28 (Rate-distortion function of Gaussian sources with memory)** Recall that Theorem 6.21 also holds for stationary ergodic Gaussian sources with finite second moment under the squared-error distortion (e.g., see Footnote 2 or [27, Theorems 7.2.4 and 7.2.5]). Note that a zero-mean stationary Gaussian source $\{X_i\}$ is ergodic if its covariance function $K_X(\tau) \to 0$ as $\tau \to \infty$.

For such sources, the rate-distortion function $R(D)$ can be determined parametrically; see [27, Theorem 4.5.3]. Furthermore, if the sources are also Markov, then $R(D)$ admits an explicit analytical expression for small values of $D$. More specifically, consider a zero-mean unit-variance stationary Gauss-Markov source $\{X_i\}$ with covariance function $K_X(\tau) = a^\tau$, where $0 < a < 1$ is the correlation coefficient. Then,

$$R(D) = \frac{1}{2} \log_2 \frac{1 - a^2}{D} \quad \text{for } D \leq \frac{1 - a}{1 + a}. \quad (6.4.5)$$

For $D > \frac{1 - a}{1 + a}$, $R(D)$ can be obtained parametrically [27, p. 114].

**6.4.3 Rate-distortion function for continuous memoryless sources under the absolute error distortion measure**

We herein focus on the rate-distortion function of continuous memoryless sources under the absolute error distortion measure. In particular, we show that among all zero-mean real-valued sources with absolute mean $\lambda$ (i.e., $E[|Z|] = \lambda$), the Laplacian source with parameter $\lambda$ (i.e., with variance $2\lambda^2$) maximizes the rate-distortion function. This result, which also provides the expression of the rate-distortion function of Laplacian sources, is similar to Theorem 6.26 regarding the maximal rate-distortion function under the squared error distortion measure.
(which is achieved by Gaussian sources). It is worth pointing out that in image coding applications, the Laplacian distribution is a good model to approximate the statistics of transform coefficients such as discrete cosine and wavelet transform coefficients [229, 270]. Finally, analogously to Theorem 6.27, we obtain a Shannon lower bound on the rate-distortion function under the absolute error distortion.

**Theorem 6.29 (Laplacian sources maximize the rate-distortion function)** Under the additive absolute error distortion measure, namely $\rho_n (z^n, \hat{z}^n) = \sum_{i=1}^{n} |z_i - \hat{z}_i|$, the rate-distortion function for any continuous memoryless source $\{Z_i\}$ with a pdf of support $\mathbb{R}$, zero mean and $E|Z| = \lambda$, where $\lambda > 0$ is a fixed parameter, satisfies

$$R(D) \leq \begin{cases} \log_2 \frac{\lambda}{D}, & \text{for } 0 < D \leq \lambda \\ 0, & \text{for } D > \lambda \end{cases}$$

with equality holding when the source is Laplacian with mean zero and variance $2\lambda^2$ (parameter $\lambda$); i.e., its pdf is given by $f_Z(z) = \frac{1}{2\lambda} e^{-\frac{|z|}{\lambda}}$, $z \in \mathbb{R}$.

**Proof:** Since

$$R(D) = \min_{f_{\hat{Z}|Z}: E[|Z - \hat{Z}|] \leq D} I(Z; \hat{Z}),$$

we have that for any $f_{\hat{Z}|Z}$ satisfying the distortion constraint,

$$R(D) \leq I(Z; \hat{Z}) = I(f_Z, f_{\hat{Z}|Z}).$$

For $0 < D \leq \lambda$, choose

$$\hat{Z} = \left(1 - \frac{D}{\lambda}\right)^2 Z + \text{sgn}(Z)|W|,$$

where $\text{sgn}(Z)$ is equal to 1 if $Z \geq 0$ and to $-1$ if $Z < 0$, and $W$ is a dummy random variable that is independent of $Z$ and has a Laplacian distribution with mean zero and $E[|W|] = (1 - D/\lambda)D$; i.e., with parameter $(1 - D/\lambda)D$. Thus

$$E[|\hat{Z}|] = E \left| \left(1 - \frac{D}{\lambda}\right)^2 Z + \text{sgn}(Z)|W| \right|$$

$$= \left(1 - \frac{D}{\lambda}\right)^2 E[|Z|] + E[|W|]$$

$$= \left(1 - \frac{D}{\lambda}\right)^2 \lambda + \left(1 - \frac{D}{\lambda}\right) D$$
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\[ E[|Z - \hat{Z}|] = E \left| \left( 1 - \frac{D}{\lambda} \right)^2 Z + \text{sgn}(Z)|W| - Z \right| \]
\[ = E \left| \frac{D}{\lambda} \left( 2 - \frac{D}{\lambda} \right) Z - \text{sgn}(Z)|W| \right| \]
\[ = \frac{D}{\lambda} \left( 2 - \frac{D}{\lambda} \right) E[|Z|] - E[|W|] \]
\[ = \frac{D}{\lambda} \left( 2 - \frac{D}{\lambda} \right) \lambda - \left( 1 - \frac{D}{\lambda} \right) D \]
\[ = D, \]

and hence this choice of \( \hat{Z} \) satisfies the distortion constraint. We can therefore write for this \( \hat{Z} \) that

\[ R(D) \leq I(Z; \hat{Z}) \]
\[ = h(\hat{Z}) - h(\hat{Z}|Z) \]
\[ \overset{(a)}{=} h(\hat{Z}) - h(\text{sgn}(Z)|W| |Z) \]
\[ = h(\hat{Z}) - h(|W| |Z) - \log_2 |\text{sgn}(Z)| \]
\[ \overset{(b)}{=} h(\hat{Z}) - h(|W|) \]
\[ \overset{(c)}{=} h(\hat{Z}) - h(W) \]
\[ \overset{(d)}{=} h(\hat{Z}) - \log_2[2e(1 - D/\lambda)D] \]
\[ \overset{(e)}{=} \log_2[2e(\lambda - D)] - \log_2[2e(1 - D/\lambda)D] \]
\[ = \frac{\lambda}{D}, \]

where (a) follows from the expression of \( \hat{Z} \) and the fact that differential entropy is invariant under translations (Lemma 5.14), (b) holds since \( Z \) and \( W \) are independent of each other, (c) follows from the fact that \( W \) is Laplacian and that the Laplacian is symmetric, and (d) holds since the differential entropy of a zero-mean Laplacian random variable \( Z' \) with \( E[|Z'|] = \lambda' \) is given by

\[ h(Z') = \log_2(2e\lambda') \] (in bits).

Finally, (e) follows by noting that \( E[|\hat{Z}|] = \lambda - D \) from (6.4.6) and from the fact among all zero-mean real-valued random variables \( Z' \) with \( E[|Z'|] = \lambda' \), the Laplacian random variable with zero-mean and parameter \( \lambda' \) maximizes differential entropy (see Observation 5.21, item 3).
For $D > \lambda$, let $\hat{Z}$ satisfy $\Pr(\hat{Z} = 0) = 1$ and be independent of $Z$. Then $E[|Z - \hat{Z}|] \leq E[|Z|] + E[|\hat{Z}|] = \lambda < D$. For this choice of $\hat{Z}$, $R(D) \leq I(Z; \hat{Z}) = 0$ and hence $R(D) = 0$. This completes the proof of the upper bound.

We next show that the upper bound can be achieved by a Laplacian source with mean zero and parameter $\lambda$. This is proved by showing that for a Laplacian source with mean zero and parameter $\lambda$, $(1/2) \log_2(\lambda/D)$ is a lower bound to $R(D)$ for $0 < D \leq \lambda$: for such a Laplacian source and for any $f_{\hat{Z}|Z}$ satisfying $E[|Z - \hat{Z}|] \leq D$, we have

\[
I(Z; \hat{Z}) = h(Z) - h(Z|\hat{Z}) \\
= \log_2(2e\lambda) - h(Z - \hat{Z}|\hat{Z}) \\
\geq \log_2(2e\lambda) - h(Z - \hat{Z}) \quad \text{(by Lemma 5.14)} \\
\geq \log_2(2e\lambda) - \log_2(2eD) \\
= \log_2 \frac{\lambda}{D},
\]

where the last inequality follows since

\[
h(Z - \hat{Z}) \leq \log_2 \left(2eE[|Z - \hat{Z}|]\right) \leq \log_2(2eD)
\]

by Observation 5.21 and the fact that $E[|Z - \hat{Z}|] \leq D$. \(\square\)

**Theorem 6.30 (Shannon lower bound on the rate-distortion function: absolute error distortion)** Consider a continuous memoryless source $\{Z_i\}$ with a pdf of support $\mathbb{R}$ and finite differential entropy under the additive absolute error distortion measure. Then its rate-distortion function satisfies

\[
R(D) \geq h(Z) - \log_2(2eD).
\]

**Proof:** The proof is left as an exercise. \(\square\)

**Observation 6.31 (Shannon lower bound on the rate-distortion function: difference distortion)** The general form of the Shannon lower bound for a source $\{Z_i\}$ with finite differential entropy under the difference distortion measure $\rho(z, \hat{z}) = d(x - \hat{x})$, where $d(\cdot, \cdot)$ is a non-negative function, is as follows

\[
R(D) \geq h(Z) - \sup_{X: E[d(X)] \leq D} h(X)
\]

where the supremum is taken over all random variables $X$ with a pdf satisfying $E[d(X)] \leq D$. It can be readily seen that this bound encompasses those in Theorems 6.27 and 6.30 as special cases.\(^3\)

\(^3\)The asymptotic tightness of this bound as $D$ approaches zero is studied in [183].
6.5 Lossy joint source-channel coding theorem

By combining the rate-distortion theorem with the channel coding theorem, the optimality of separation between lossy source coding and channel coding can be established and Shannon’s lossy joint source-channel coding theorem (also known as the lossy information transmission theorem) can be shown for the communication of a source over a noisy channel and its reconstruction within a distortion threshold at the receiver. These results can be viewed as the “lossy” counterparts of the lossless joint source-channel coding theorem and the separation principle discussed in Section 4.5.

**Definition 6.32 (Lossy source-channel block code)** Given a discrete-time source \( \{Z_i\}_{i=1}^\infty \) with alphabet \( Z \) and reproduction alphabet \( \hat{Z} \) and a discrete-time channel with input and output alphabets \( X \) and \( Y \), respectively, an \( m \)-to-\( n \) lossy source-channel block code with rate \( \frac{m}{n} \) source symbol/channel symbol is a pair of mappings \( (f^{(sc)}, g^{(sc)}) \), where

\[
f^{(sc)}: Z^m \to X^n \quad \text{and} \quad g^{(sc)}: Y^n \to \hat{Z}^m.
\]

The code’s operation is illustrated in Figure 6.3. The source \( m \)-tuple \( Z^m \) is encoded via the encoding function \( f^{(sc)} \), yielding the codeword \( X^n = f^{(sc)}(Z^m) \) as the channel input. The channel output \( Y^n \), which is dependent on \( Z^m \) only via \( X^n \) (i.e., we have the Markov chain \( Z^m \to X^n \to Y^n \)), is decoded via \( g^{(sc)} \) to obtain the source tuple estimate \( \hat{Z}^m = g^{(sc)}(Y^n) \).

![Figure 6.3: An m-to-n block lossy source-channel coding system.](image)

Given an additive distortion measure \( \rho_m = \sum_{i=1}^m \rho(z_i, \hat{z}_i) \), where \( \rho \) is a distortion function on \( Z \times \hat{Z} \), we say that the \( m \)-to-\( n \) lossy source-channel block code \( (f^{(sc)}, g^{(sc)}) \) satisfies the average distortion fidelity criterion \( D \), where \( D \geq 0 \), if

\[
E[\rho_m(Z^m, \hat{Z}^m)] \leq D.
\]

**Theorem 6.33 (Lossy joint source-channel coding theorem)** Consider a discrete-time stationary ergodic source \( \{Z_i\}_{i=1}^\infty \) with finite alphabet \( Z \), finite

\[\text{Note that as pointed out in Section 4.5, } n, f^{(sc)} \text{ and } g^{(sc)} \text{ are all a function of } m.\]
reproduction alphabet \( \hat{Z} \), bounded additive distortion measure \( \rho_m(\cdot, \cdot) \) and rate-distortion function \( R(D) \),\(^5\) and consider a discrete-time memoryless channel with input alphabet \( \mathcal{X} \), output alphabet \( \mathcal{Y} \) and capacity \( C \).\(^6\) Assuming that both \( R(D) \) and \( C \) are measured in the same units, the following hold:

- **Forward part (achievability):** For any \( D > 0 \), there exists a sequence of \( m \)-to-\( n_m \) lossy source-channel codes \((f^{(sc)}, g^{(sc)})\) satisfying the average distortion fidelity criterion \( D \) for sufficiently large \( m \) if
  \[
  \left( \limsup_{m \to \infty} \frac{m}{n_m} \right) \cdot R(D) < C.
  \]

- **Converse part:** On the other hand, for any sequence of \( m \)-to-\( n_m \) lossy source-channel codes \((f^{(sc)}, g^{(sc)})\) satisfying the average distortion fidelity criterion \( D \), we have
  \[
  \left( \frac{m}{n_m} \right) \cdot R(D) \leq C.
  \]

**Proof:** The proof uses both the channel coding theorem (i.e., Theorem 4.10) and the rate-distortion theorem (i.e., Theorem 6.21) and follows similar arguments as the proof of the lossless joint source-channel coding theorem presented in Section 4.5. We leave the proof as an exercise.

**Observation 6.34 (Lossy joint source-channel coding theorem with signaling rates)** The above theorem also admits another form when the source and channel are described in terms of “signaling rates” (e.g., [35]). More specifically, let \( T_s \) and \( T_c \) represent the durations (in seconds) per source letter and per channel input symbol, respectively.\(^7\) In this case, \( \frac{T_s}{T_c} \) represents the source-channel transmission rate measured in source symbols per channel use (or input symbol). Thus, again assuming that both \( R(D) \) and \( C \) are measured in the same units, the theorem becomes as follows:

- The source can be reproduced at the output of the channel with distortion less than \( D \) (i.e., there exist lossy source-channel codes asymptotically

---

\(^5\)Note that \( Z \) and \( \hat{Z} \) can also be continuous alphabets with an unbounded distortion function. In this case, the theorem still holds under appropriate conditions (e.g., [27, Problem 7.5], [98, Theorem 9.6.3]) that can accommodate for example the important class of Gaussian sources under the squared error distortion function (e.g., [98, p. 479]).

\(^6\)The channel can have either finite or continuous alphabets. For example, it can be the memoryless Gaussian (i.e., AWGN) channel with input power \( P \); in this case, \( C = C(P) \).

\(^7\)In other words, the source emits symbols at a rate of \( 1/T_s \) source symbols per second and the channel accepts inputs at a rate of \( 1/T_c \) channel symbols per second.
satisfying the average distortion fidelity criterion $D$ if
\[
\left( \frac{T_c}{T_s} \right) \cdot R(D) < C.
\]

- Conversely, for any lossy source-channel codes satisfying the average distortion fidelity criterion $D$, we have
\[
\left( \frac{T_c}{T_s} \right) \cdot R(D) \leq C.
\]

### 6.6 Shannon limit of communication systems

We close this chapter by applying Theorem 6.33 to a few useful examples of communication systems. Specifically, we obtain a bound on the end-to-end distortion of any communication system by using the fact that if a source with rate-distortion function $R(D)$ can be transmitted over a channel with capacity $C$ via a source-channel block code of rate $R_{sc} > 0$ (in source symbols/channel use) and reproduced at the destination with an average distortion no larger than $D$, then we must have that
\[
R_{sc} \cdot R(D) \leq C
\]
or equivalently,
\[
R(D) \leq \frac{1}{R_{sc}} C. \quad (6.6.1)
\]

Solving for the smallest $D$, say $D_{SL}$, satisfying (6.6.1) with equality\(^8\) yields a lower bound, called the Shannon limit,\(^9\) on the distortion of all realizable lossy source-channel codes for the system with rate $R_{sc}$.

In the following examples, we calculate the Shannon limit for some source-channel configurations. The Shannon limit is not necessarily achievable in general, although this is the case in the first two examples.

**Example 6.35 (Shannon limit for a binary uniform DMS over a BSC)**\(^{10}\)

Let $\mathcal{Z} = \mathcal{\hat{Z}} = \{0, 1\}$ and consider a binary uniformly distributed DMS $\{Z_i\}$ (i.e., a Bernoulli(1/2) source) using the additive Hamming distortion measure.

\(^8\)If the strict inequality $R(D) < \frac{1}{R_{sc}} C$ always holds, then in this case, the Shannon limit is $D_{SL} = D_{\min} \triangleq E \left[ \min_{\hat{z} \in \hat{\mathcal{Z}}} \rho(Z, \hat{z}) \right]$.

\(^9\)Other similar quantities used in the literature are the optimal performance theoretically achievable (OPTA) [27] and the limit of the minimum transmission ratio (LMTR) [61].

\(^{10}\)This example appears in various sources including [152, Section 11.8], [61, Problem 2.2.16] and [191, Problem 5.7].
Note that in this case, \( E[\rho(Z, \hat{Z})] = P(Z \neq \hat{Z}) \triangleq P_b \); in other words, the expected distortion is nothing but the source’s bit error probability \( P_b \). We desire to transmit the source over a BSC with crossover probability \( \epsilon < 1/2 \).

From Theorem 6.23, we know that for \( 0 \leq D \leq 1/2 \), the source’s rate-distortion function is given by

\[
R(D) = 1 - h_b(D),
\]

where \( h_b(\cdot) \) is the binary entropy function. Also from (4.4.5), the channel’s capacity is given by

\[
C = 1 - h_b(\epsilon).
\]

The Shannon limit \( D_{SL} \) for this system with source-channel transmission rate \( R_{sc} \) is determined by solving (6.6.1) with equality:

\[
1 - h_b(D_{SL}) = \frac{1}{R_{sc}} [1 - h_b(\epsilon)].
\]

This yields that

\[
D_{SL} = h_b^{-1} \left( 1 - \frac{1 - h_b(\epsilon)}{R_{sc}} \right) \tag{6.6.2}
\]

for \( D_{SL} \leq 1/2 \), where for any \( t \geq 0 \),

\[
h_b^{-1}(t) \triangleq \left\{ \begin{array}{ll}
\inf \{ x : t = h_b(x) \}, & \text{if } 0 \leq t \leq 1 \\
0, & \text{if } t > 1
\end{array} \right. \tag{6.6.3}
\]

is the inverse of the binary entropy function on the interval \([0, 1/2] \). Thus \( D_{SL} \) given in (6.6.2) gives a lower bound on the bit error probability \( P_b \) of any rate-\( R_{sc} \) source-channel code used for this system. In particular, if \( R_{sc} = 1 \) source symbol/channel use, we directly obtain from (6.6.2) that\(^{11}\)

\[
D_{SL} = \epsilon. \tag{6.6.4}
\]

**Shannon limit over an equivalent binary-input hard-decision demodulated AWGN channel:** It is well-known that a BSC with crossover probability \( \epsilon \) represents a binary-input AWGN channel used with antipodal (BPSK) signaling and hard-decision coherent demodulation (e.g., see [182]). More specifically, if the channel has noise power \( \sigma^2_n = N_0/2 \) (i.e., the channel’s underlying continuous-time white

\(^{11}\)Source-channel systems with rate \( R_{sc} = 1 \) are typically referred to as systems with matched source and channel bandwidths (or signaling rates). Also, when \( R_{sc} < 1 \) (resp., \( > 1 \)), the system is said to have bandwidth compression (resp., bandwidth expansion); e.g., cf. [196, 228, 259].
noise has power spectral density $N_0/2$ and uses antipodal signaling with average energy $P$ per signal, then the BSC’s crossover probability can be expressed in terms of $P$ and $N_0$ as follows:

$$
\epsilon = Q \left( \sqrt{\frac{P}{\sigma_N^2}} \right) = Q \left( \sqrt{\frac{2P}{N_0}} \right) \quad (6.6.5)
$$

where

$$
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-\frac{t^2}{2}} dt
$$

is the Gaussian Q-function. Furthermore, if the channel is used with a source-channel code of rate $R_{sc}$ source (or information) bits/channel use, then $2P/N_0$ can be expressed in terms of a so-called SNR per source (or information) bit denoted by $\gamma_b \triangleq E_b/N_0$, where $E_b$ is the average energy per source bit. Indeed, we have that $P = R_{sc} E_b$ and thus using (6.6.5), we have

$$
\epsilon = Q \left( \sqrt{\frac{2R_{sc} E_b}{N_0}} \right) = Q \left( \sqrt{2R_{sc}\gamma_b} \right). \quad (6.6.6)
$$

Thus, in light of (6.6.2), the Shannon limit for sending a uniform binary source over an AWGN channel used with antipodal modulation and hard-decision decoding satisfies the following in terms of the SNR per source bit $\gamma_b$:

$$
R_{sc} (1 - h_b(D_{SL})) = 1 - h_b \left( Q \left( \sqrt{2R_{sc}\gamma_b} \right) \right) \quad (6.6.7)
$$

for $D_{SL} \leq 1/2$. In Table 6.1, we use (6.6.7) to present the optimal (minimal) values of $\gamma_b$ (in dB) for a given target value of $D_{SL}$ and a given source-channel code rate $R_{sc} < 1$. The table indicates for example that if we desire to achieve an end-to-end bit error probability of no less than $10^{-5}$ at a rate of 1/2, then the system’s SNR per source bit can be no smaller than 1.772 dB. The Shannon limit values can similarly be computed for rates $R_{sc} > 1$.

<table>
<thead>
<tr>
<th>Rate $R_{sc}$</th>
<th>$D_{SL} = 0$</th>
<th>$D_{SL} = 10^{-5}$</th>
<th>$D_{SL} = 10^{-4}$</th>
<th>$D_{SL} = 10^{-3}$</th>
<th>$D_{SL} = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/3</td>
<td>1.212</td>
<td>1.210</td>
<td>1.202</td>
<td>1.150</td>
<td>0.077</td>
</tr>
<tr>
<td>1/2</td>
<td>1.775</td>
<td>1.772</td>
<td>1.763</td>
<td>1.703</td>
<td>1.258</td>
</tr>
<tr>
<td>2/3</td>
<td>2.516</td>
<td>2.513</td>
<td>2.503</td>
<td>2.423</td>
<td>1.882</td>
</tr>
<tr>
<td>4/5</td>
<td>3.369</td>
<td>3.367</td>
<td>3.354</td>
<td>3.250</td>
<td>2.547</td>
</tr>
</tbody>
</table>

Table 6.1: Shannon limit values $\gamma_b = E_b/N_0$ (dB) for sending a binary uniform source over a BPSK modulated AWGN used with hard-decision decoding.
Optimality of uncoded communication: Note that for $R_{sc} = 1$, the Shannon limit in (6.6.4) can surprisingly be achieved by a simple uncoded scheme:\footnote{Uncoded transmission schemes are also referred to as scalar or single-letter codes.} just directly transmit the source over the channel (i.e., set the blocklength $m = 1$ and the channel input $X_i = Z_i$ for any time instant $i = 1, 2, \ldots$) and declare the channel output as the reproduced source symbol (i.e., set $\hat{Z}_i = Y_i$ for any $i$).\footnote{In other words, the code’s encoding and decoding functions, $f^{(sc)}$ and $g^{(sc)}$, respectively, are both equal to the identity mapping.}

In this case, the expected distortion (i.e., bit error probability) of this uncoded rate-one source-channel scheme is indeed given as follows:

$$
E[\rho(Z, \hat{Z})] = P_b \\
= P(X \neq Y) \\
= P(Y \neq X|X = 1)(1/2) + P(Y \neq X|X = 0)(1/2) \\
= \epsilon \\
= D_{SL}.
$$

We conclude that this rate-one uncoded source-channel scheme achieves the Shannon limit and is hence optimal. Furthermore, this scheme, which has no encoding/decoding delay and no complexity), is clearly more desirable than using a separate source-channel coding scheme,\footnote{Note that in this system, since the source is incompressible, no source coding is actually required. Still the separate coding scheme will consist of a near-capacity achieving channel code.} which would impose large encoding and decoding delays and would demand significant computational/storage resources.

Note that for rates $R_{sc} \neq 1$ and/or non-uniform sources, the uncoded scheme is not optimal and hence more complicated joint or separate source-channel codes would be required to yield a bit error probability arbitrarily close to (but strictly larger than) the Shannon limit $D_{SL}$. Finally, we refer the reader to [103], where necessary and sufficient conditions are established for source-channel pairs under which uncoded schemes are optimal.

**Observation 6.36** The following two systems are extensions of the system considered in the above example.

- **Binary non-uniform DMS over a BSC:** The system is identical to that of Example 6.35 with the exception that the binary DMS is non-uniformly distributed with $P(Z = 0) = p$. Using the expression of $R(D)$ from Theorem 6.23, it can be readily shown that this system’s Shannon
limit is given by
\[ D_{SL} = h_b^{-1}\left( h_b(p) - \frac{1 - h_b(\epsilon)}{R_{sc}} \right) \] (6.6.8)
for \( D_{SL} \leq \min\{p, 1 - p\} \), where \( h_b^{-1}(\cdot) \) is the inverse of the binary entropy function on the interval \([0, 1/2]\) defined in (6.6.3). Setting \( p = 1/2 \) in (6.6.8) directly results in the Shannon limit given in (6.6.2), as expected.

- **Non-binary uniform DMS over a non-binary symmetric channel:**
  Given integer \( q \geq 2 \), consider a \( q \)-ary uniformly distributed DMS with identical alphabet and reproduction alphabet \( \mathcal{Z} = \hat{\mathcal{Z}} = \{0, 1, \ldots, q - 1\} \) using the additive Hamming distortion measure and the \( q \)-ary symmetric DMC (with \( q \)-ary input and output alphabets and symbol error rate \( \epsilon \)) described in (4.2.11). Thus using the expressions for the source’s rate-distortion function in (6.4.2) and the channel’s capacity in Example 4.16, we obtain that the Shannon limit of the system using rate-\( R_{sc} \) source-channel codes satisfies

\[
\log_2(q) - D_{SL} \log_2(q - 1) - h_b(D_{SL}) = \frac{1}{R_{sc}} \left[ \log_2(q) - \epsilon \log_2(q - 1) - h_b(\epsilon) \right]
\] (6.6.9)

for \( D_{SL} \leq \frac{q-1}{q} \). Setting \( q = 2 \) renders the source a Bernoulli(1/2) source and the channel a BSC with crossover probability \( \epsilon \), thus reducing (6.6.9) to (6.6.2).

**Example 6.37 (Shannon limit for a memoryless Gaussian source over an AWGN channel [109]):** Let \( \mathcal{Z} = \mathcal{Z} = \mathbb{R} \) and consider a memoryless Gaussian source \( \{Z_i\} \) of mean zero and variance \( \sigma^2 \) and the squared error distortion function. The objective is to transmit the source over an AWGN channel with input power constraint \( P \) and noise variance \( \sigma_N^2 \) and recover it with distortion fidelity no larger than \( D \), for a given threshold \( D > 0 \).

By Theorem 6.26, the source’s rate-distortion function is given by

\[ R(D) = \frac{1}{2} \log_2 \frac{\sigma^2}{D} \quad \text{for} \quad 0 < D < \sigma^2. \]

Furthermore, the capacity (or capacity-cost function) of the AWGN channel is given in (5.4.13) as

\[ C(P) = \frac{1}{2} \log_2 \left( 1 + \frac{P}{\sigma_N^2} \right). \]

The Shannon limit \( D_{SL} \) for this system with rate \( R_{sc} \) is obtained by solving

\[ R(D_{SL}) = \frac{C(P)}{R_{sc}}. \]
or equivalently,
\[
\frac{1}{2} \log_2 \frac{\sigma^2}{D_{SL}} = \frac{1}{2R_{sc}} \log_2 \left(1 + \frac{P}{\sigma_N^2}\right)
\]
for \(0 < D_{SL} < \sigma^2\), which gives
\[
D_{SL} = \frac{\sigma^2}{\left(1 + \frac{P}{\sigma_N^2}\right)^{R_{sc}}}. \tag{6.6.10}
\]

In particular, for a system with rate \(R_{sc} = 1\), the Shannon limit in (6.6.10) becomes
\[
D_{SL} = \frac{\sigma^2 \sigma_N^2}{P + \sigma_N^2}. \tag{6.6.11}
\]

Optimality of a simple rate-one scalar source-channel coding scheme: The following simple (uncoded) source-channel coding scheme with rate \(R_{sc} = 1\) can achieve the Shannon limit in (6.6.11). The code’s encoding and decoding functions are scalar (with \(m=1\)). More specifically, at any time instant \(i\), the channel input (with power constraint \(P\)) is given by
\[
X_i = f^{(sc)}(Z_i) = \sqrt{\frac{P}{\sigma^2}} Z_i,
\]
and is sent over the AWGN channel. At the receiver, the corresponding channel output \(Y_i = X_i + N_i\), where \(N_i\) is the additive Gaussian noise (which is independent of \(Z_i\)), is decoded via a scalar (MMSE) detector to yield the following reconstructed source symbol \(\hat{Z}_i\)
\[
\hat{Z}_i = g^{(sc)}(Y_i) = \sqrt{\frac{P \sigma^2}{P + \sigma_N^2}} Y_i.
\]

A simple calculation reveals that this code’s expected distortion is given by
\[
E[(Z - \hat{Z})^2] = E \left[ \left( Z - \sqrt{\frac{P \sigma^2}{P + \sigma_N^2}} \left( \sqrt{\frac{P}{\sigma_N^2}} Z + N \right) \right)^2 \right]
\]
\[
= \frac{\sigma^2 \sigma_N^2}{P + \sigma_N^2} = D_{SL},
\]
which proves the optimality of this simple (delayless) source-channel code.

Extensions on the optimality of similar uncoded (scalar) schemes in Gaussian sensor networks can be found in [104, 25].
Example 6.38 (Shannon limit for a memoryless Gaussian source over a fading channel) Consider the same system as the above example except that now the channel is a memoryless fading channel as described in Observation 5.35 with input power constraint $P$ and noise variance $\sigma_N^2$. We determine the Shannon limit of this system with rate $R_{sc}$ for two cases: (1) the fading coefficients are known at the receiver, and (2) the fading coefficients are known at both the receiver and the transmitter.

1. **Shannon limit with decoder side information (DSI):** Using (5.4.17) for the channel capacity with DSI, we obtain that the Shannon limit with DSI is given by

$$D_{SL}^{(DSI)} = \frac{\sigma^2}{2 E_A \left[ \log_2 \left( 1 + \frac{\lambda^2 P}{\sigma_N^2} \right) \right]}$$

for $0 < D_{SL}^{(DSI)} < \sigma^2$. Making the fading process deterministic by setting $A = 1$ (almost surely) reduces (6.6.12) to (6.6.10), as expected.

2. **Shannon limit with full side information (FSI):** Similarly, using (5.4.19) for the fading channel capacity with FSI, we obtain the following Shannon limit:

$$D_{SL}^{(FSI)} = \frac{\sigma^2}{2 E_A \left[ \log_2 \left( 1 + \frac{\lambda^2 p^*(a)}{\sigma_N^2} \right) \right]}$$

for $0 < D_{SL}^{(FSI)} < \sigma^2$, where $p^*(\cdot)$ in (6.6.13) is given by

$$p^*(a) = \max \left( 0, \frac{1}{\lambda} - \frac{\sigma^2}{a^2} \right)$$

and $\lambda$ is chosen to satisfy $E_A[p(A)] = P$.

Example 6.39 (Shannon limit for a binary uniform DMS over a binary-input AWGN channel) Consider the same binary uniform source as in Example 6.35 under the Hamming distortion measure to be sent via a source-channel code over a binary-input AWGN channel used with antipodal (BPSK) signaling of power $P$ and noise variance $\sigma_N^2 = N_0/2$. Again, here the expected distortion is nothing but the source’s bit error probability $P_b$. The source’s rate-distortion function is given by Theorem 6.23 as presented in Example 6.35.
However, the channel capacity $C(P)$ of the AWGN whose input takes on two possible values $+\sqrt{P}$ or $-\sqrt{P}$, whose output is real-valued (unquantized) and whose noise variance is $\sigma^2_N = \frac{N_0}{2}$, is given by evaluating the mutual information between the channel input and output under the input distribution $P_X(\sqrt{P}) = P_X(-\sqrt{P}) = 1/2$ (e.g., see [42]):

$$C(P) = \frac{P}{\sigma^2_N} \log_2(e) - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} \log_2 \left[ \cosh \left( \frac{P}{\sigma^2_N} + y \sqrt{\frac{P}{\sigma^2_N}} \right) \right] dy$$

$$= \frac{R_{sc} E_b}{N_0/2} \log_2(e) - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} \log_2 \left[ \cosh \left( \frac{R_{sc} E_b}{N_0/2} + y \sqrt{\frac{R_{sc} E_b}{N_0/2}} \right) \right] dy$$

$$= 2R_{sc} \gamma_b \log_2(e) - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} \log_2 \left[ \cosh(2R_{sc} \gamma_b + y \sqrt{2R_{sc} \gamma_b}) \right] dy,$$

where $P = R_{sc} E_b$ is the channel signal power, $E_b$ is the average energy per source bit, $R_{sc}$ is the rate in source bit/channel use of the system’s source-channel code and $\gamma_b = E_b/N_0$ is the SNR per source bit. The system’s Shannon limit satisfies

$$R_{sc} (1 - h_b(D_{SL})) = \left[ 2R_{sc} \gamma_b \log_2(e) - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} \log_2 \left[ \cosh(2R_{sc} \gamma_b + y \sqrt{2R_{sc} \gamma_b}) \right] dy \right],$$

or equivalently,

$$h_b(D_{SL}) = 1 - 2\gamma_b \log_2(e) + \frac{1}{R_{sc} \sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} \log_2 \left[ \cosh(2R_{sc} \gamma_b + y \sqrt{2R_{sc} \gamma_b}) \right] dy$$

(6.6.14)

for $D_{SL} \leq 1/2$. In Figure 6.4, we use (6.6.14) to plot the Shannon limit vs $\gamma_b$ (in dB) for codes with rates 1/2 and 1/3. We also provide in Table 6.2 the optimal values of $\gamma_b$ for target values of $D_{SL}$ and $R_{sc}$.

The Shannon limits calculated above are pertinent due to the invention of near-capacity achieving channel codes, such as Turbo [29, 30] or LDPC [96, 97, 185, 186] codes. For example, the rate-1/2 Turbo coding system proposed in [29, 30] can approach a bit error rate of $10^{-5}$ at $\gamma_b = 0.9$ dB, which is only 0.714 dB away from the Shannon limit of 0.186 dB. This implies that a near-optimal channel code has been constructed, since in principle, no codes can perform better than the Shannon limit. Source-channel Turbo codes for sending non-uniform memoryless and Markov binary sources over the BPSK modulated AWGN channel are studied in [307, 308, 309].
Figure 6.4: The Shannon limit for sending a binary uniform source over a BPSK modulated AWGN channel with unquantized output; rates $R_{sc} = 1/2$ and $1/3$.

Example 6.40 (Shannon limit for a binary uniform DMS over a binary-input Rayleigh fading channel) Consider the same system as the one in the above example, except that the channel is a unit-power BPSK modulated Rayleigh fading channel (with unquantized output). The channel is described by (5.4.16), where the input can take on one of two values, $-1$ or $+1$ (i.e., its input power is $P = 1 = R_{sc} E_b$), the noise variance is $\sigma_N^2 = N_0/2$ and the fading distribution is Rayleigh:

$$f_A(a) = 2a e^{-a^2}, \quad a > 0.$$  

Assume also that the receiver knows the fading amplitude (i.e., the case of decoder side information). Then the channel capacity is given by evaluating $I(X; Y|A)$ under the uniform input distribution $P_X(-1) = P_X(1) = 1/2$, yielding the following expression in terms of the SNR per source bit $\gamma_b = E_b/N_0$:

$$C_{DSI}(\gamma_b) = 1 - \frac{\sqrt{R_{sc}\gamma_b}}{\pi} \int_0^{+\infty} \int_{-\infty}^{+\infty} f_A(a) e^{-R_{sc}\gamma_b(y+a)^2} \log_2 \left(1 + e^{4R_{sc}\gamma_b y a}\right) dy da.$$  

Now, setting $R_{sc} R(D_{SL}) = C_{DSI}(\gamma_b)$ implies that the Shannon limit satisfies:

$$h_b(D_{SL}) = 1 - \frac{1}{R_{sc}} + \sqrt{\frac{\gamma_b}{R_{sc}\pi}} \int_0^{+\infty} \int_{-\infty}^{+\infty} f_A(a)$$
Table 6.2: Shannon limit values $\gamma_b = E_b/N_0$ (dB) for sending a binary uniform source over a BPSK modulated AWGN with unquantized output.

$$\times e^{-R_{sc}\gamma_b(y+a)^2} \log_2 \left(1 + e^{4R_{sc}\gamma_b ya}\right) \, dy \, da$$

(6.6.15)

for $D_{SL} \leq 1/2$. In Table 6.3, we present some Shannon limit values calculated from (6.6.15).

Table 6.3: Shannon limit values $\gamma_b = E_b/N_0$ (dB) for sending a binary uniform source over a BPSK modulated Rayleigh fading channel with decoder side information.

Example 6.41  (Shannon limit for a binary uniform DMS over an AWGN channel) As in the above example, we consider a memoryless binary uniform source but we assume that the channel is an AWGN channel (with real inputs and outputs) with power constraint $P$ and noise variance $\sigma_N^2 = N_0/2$. Recalling that the channel capacity is given by

$$C(P) = \frac{1}{2} \log_2 \left(1 + \frac{P}{\sigma_N^2}\right)$$

we obtain that the system’s Shannon limit satisfies

$$h_b(D_{SL}) = 1 - \frac{1}{2R_{sc}} \log_2 (1 + 2R_{sc}\gamma_b)$$

for $D_{SL} \leq 1/2$. In Figure 6.5, we plot the above Shannon limit vs $\gamma_b$ for systems with $R_{sc} = 1/2$ and $1/3$. 

<table>
<thead>
<tr>
<th>Rate $R_{sc}$</th>
<th>$D_{SL} = 0$</th>
<th>$D_{SL} = 10^{-5}$</th>
<th>$D_{SL} = 10^{-4}$</th>
<th>$D_{SL} = 10^{-3}$</th>
<th>$D_{SL} = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/3</td>
<td>-0.496</td>
<td>-0.496</td>
<td>-0.504</td>
<td>-0.559</td>
<td>-0.960</td>
</tr>
<tr>
<td>1/2</td>
<td>0.186</td>
<td>0.186</td>
<td>0.177</td>
<td>0.111</td>
<td>-0.357</td>
</tr>
<tr>
<td>2/3</td>
<td>1.060</td>
<td>1.057</td>
<td>1.047</td>
<td>0.963</td>
<td>0.382</td>
</tr>
<tr>
<td>4/5</td>
<td>2.040</td>
<td>2.038</td>
<td>2.023</td>
<td>1.909</td>
<td>1.152</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rate $R_{sc}$</th>
<th>$D_{SL} = 0$</th>
<th>$D_{SL} = 10^{-5}$</th>
<th>$D_{SL} = 10^{-4}$</th>
<th>$D_{SL} = 10^{-3}$</th>
<th>$D_{SL} = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/3</td>
<td>0.489</td>
<td>0.487</td>
<td>0.479</td>
<td>0.412</td>
<td>-0.066</td>
</tr>
<tr>
<td>1/2</td>
<td>1.830</td>
<td>1.829</td>
<td>1.817</td>
<td>1.729</td>
<td>1.107</td>
</tr>
<tr>
<td>2/3</td>
<td>3.667</td>
<td>3.664</td>
<td>3.647</td>
<td>3.516</td>
<td>2.627</td>
</tr>
<tr>
<td>4/5</td>
<td>5.936</td>
<td>5.932</td>
<td>5.904</td>
<td>5.690</td>
<td>4.331</td>
</tr>
</tbody>
</table>
Figure 6.5: The Shannon limits for sending a binary uniform source over a continuous-input AWGN channel; rates $R_{sc} = 1/2$ and $1/3$.

Other examples of determining the Shannon limit for sending sources with memory over memoryless channels, such as discrete Markov sources under the Hamming distortion function\(^\text{15}\) or Gauss-Markov sources under the squared error distortion measure (e.g., see [69]) can be similarly considered. Finally, we refer the reader to the end of Section 4.5 for a discussion of relevant works on lossy joint source-channel coding.

**Problems**

1. Prove Observation 6.15.

2. *Binary source with infinite distortion:* Let $\{Z_i\}$ be a DMS with binary source and reproduction alphabets $\mathcal{Z} = \hat{\mathcal{Z}} = \{0, 1\}$, distribution $P_Z(1) = \ldots$

\(^\text{15}\)For example if the Markov source is binary symmetric, then its rate-distortion function is given by (6.3.9) for $D \leq D_c$ and the Shannon limit for sending this source over say a BSC or an AWGN channel can be calculated. If the distortion region $D > D_c$ is of interest, then (6.3.8) or the right-side of (6.3.9) can be used as lower bounds on $R(D)$; in this case, a lower bound on the Shannon limit can be obtained.
\[ p = 1 - P_Z(0), \text{ where } 0 < p \leq 1/2, \text{ and the following distortion measure:} \]
\[
\rho(z, \hat{z}) = \begin{cases} 
0 & \text{if } \hat{z} = z \\
1 & \text{if } z = 1 \text{ and } \hat{z} = 0 \\
\infty & \text{if } z = 0 \text{ and } \hat{z} = 1.
\end{cases}
\]

(a) Determine the source’s rate-distortion function \( R(D) \).
(b) Specialize \( R(D) \) to the case of \( p = 1/2 \) (uniform source).

3. **Binary uniform source with erasure and infinite distortion [98]:** Consider a uniformly distributed DMS \( \{Z_i\} \) with alphabet \( \mathcal{Z} = \{0, 1\} \) and reproduction alphabet \( \hat{\mathcal{Z}} = \{0, 1, E\} \), where \( E \) represents an erasure. Let the source’s distortion function be given as follows:

\[
\rho(z, \hat{z}) = \begin{cases} 
0 & \text{if } \hat{z} = z \\
1 & \text{if } \hat{z} = E \\
\infty & \text{otherwise}.
\end{cases}
\]

Find the source’s rate-distortion function.

4. For the binary source and distortion measure considered in Problem 6.3, describe a simple data compression scheme whose rate achieves the rate-distortion function \( R(D) \) for any given distortion threshold \( D \).

5. **Non-binary uniform source with erasure and infinite distortion:** Consider a simple generalization of Problem 6.3 above, where \( \{Z_i\} \) is a uniformly distributed non-binary DMS with alphabet \( \mathcal{Z} = \{0, 1, \ldots, q-1\} \), reproduction alphabet \( \hat{\mathcal{Z}} = \{0, 1, \ldots, q-1, E\} \) and the same distortion function as above, where \( q \geq 2 \) is an integer. Find the source’s rate-distortion function and verify that it reduces to the one derived in Problem 6.3 when \( q = 2 \).

6. **Translated distortion [216]:** Consider a DMS \( \{Z_i\} \) with alphabet \( \mathcal{Z} \) and reproduction alphabet \( \hat{\mathcal{Z}} \). Let \( R(D) \) denote the source’s rate-distortion function under the distortion function \( \rho(\cdot, \cdot) \). Consider a new distortion function \( \hat{\rho}(\cdot, \cdot) \) obtained by adding to \( \rho(\cdot, \cdot) \) a constant that depends on the source symbols. More specifically, let

\[
\hat{\rho}(z, \hat{z}) = \rho(z, \hat{z}) + c_z
\]

where \( z \in \mathcal{Z} \), \( \hat{z} \in \hat{\mathcal{Z}} \) and \( c_z \) is a constant that depends on source symbol \( z \). Show that the source’s rate-distortion function \( \hat{R}(D) \) associated with the new distortion function \( \hat{\rho}(\cdot, \cdot) \) can be expressed as follows in terms of \( R(D) \):

\[
\hat{R}(D) = R(D - \bar{c})
\]

for \( D \geq \bar{c} \), where \( \bar{c} = \sum_{z \in \mathcal{Z}} P_Z(z)c_z \).
7. **Scaled distortion:** Consider a DMS \( \{Z_i\} \) with alphabet \( Z \), reproduction alphabet \( \hat{Z} \), distortion function \( \rho(\cdot, \cdot) \) and rate-distortion function \( R(D) \). Let \( \hat{\rho}(\cdot, \cdot) \) be a new distortion function obtained by scaling \( \rho(\cdot, \cdot) \) via a positive constant \( a \):
\[
\hat{\rho}(z, \hat{z}) = a \rho(z, \hat{z})
\]
for \( z \in Z \) and \( \hat{z} \in \hat{Z} \). Determine the source’s rate-distortion function \( \hat{R}(D) \) associated with the new distortion function \( \hat{\rho}(\cdot, \cdot) \) in terms of \( R(D) \).

8. **Source symbols with zero distortion** [216]: Consider a DMS \( \{Z_i\} \) with alphabet \( Z \), reproduction alphabet \( \hat{Z} \), distortion function \( \rho(\cdot, \cdot) \) and rate-distortion function \( R(D) \). Assume that one source symbol, say \( z_1 \), in \( Z \) has zero distortion: \( \rho(z_1, \hat{z}) = 0 \) for all \( \hat{z} \in \hat{Z} \). Show that
\[
R(D) = (1 - P_Z(z_1)) \hat{R} \left( \frac{D}{1 - P_Z(z_1)} \right)
\]
where \( \hat{R}(D) \) is the rate-distortion function of source \( \{\hat{Z}_i\} \) with alphabet \( \hat{Z} = Z \setminus \{z_1\} \) and distribution
\[
P_{\hat{Z}}(\hat{z}) = \frac{P_Z(z)}{1 - P_Z(z_1)}, \quad z \in \hat{Z},
\]
and with the same reproduction alphabet \( \hat{Z} \) and distortion function \( \rho(\cdot, \cdot) \).

9. Consider a DMS \( \{Z_i\} \) with quaternary source and reproduction alphabets \( Z = \hat{Z} = \{0, 1, 2, 3\} \), probability distribution vector
\[
(P_Z(0), P_Z(1), P_Z(2), P_Z(3)) = (p/3, p/3, 1 - p, p/3)
\]
for fixed \( 0 < p < 1 \), and distortion measure given by the following matrix
\[
[\rho(z, \hat{z})] = [\rho_{zz}] = \\
\begin{bmatrix}
0 & \infty & 1 & \infty \\
\infty & 0 & 1 & \infty \\
0 & 0 & 0 & 0 \\
\infty & \infty & 1 & 0 
\end{bmatrix}.
\]
Determine the source’s rate-distortion function.

10. Consider a binary DMS \( \{Z_i\} \) with \( Z = \hat{Z} = \{0, 1\} \), distribution \( P_Z(0) = p \), where \( 0 < p \leq 1/2 \), and the following distortion matrix
\[
[\rho(z, \hat{z})] = [\rho_{zz}] = \\
\begin{bmatrix}
b_1 & a + b_1 \\
\frac{b_2}{a + b_2} & \frac{b_2}{b_2} 
\end{bmatrix}
\]
where \( a > 0 \), \( b_1 \) and \( b_2 \) are constants.
13. **Memory decreases the rate distortion function:** Give an example of a discrete source with memory whose rate-distortion function is strictly less (at least in some range of the distortion threshold) than the rate-distortion function of a memoryless source with identical marginal distribution.
14. **Lossy joint source-channel coding theorem - Forward part:** Prove the forward part of Theorem 6.33. For simplicity assume that the source is memoryless.
15. **Lossy joint source-channel coding theorem - Converse part:** Prove the converse part of Theorem 6.33.
16. **Gap between the Laplacian rate-distortion function and the Shannon bound:** Consider a continuous memoryless source \( \{Z_i\} \) with a pdf of support \( \mathbb{R} \), zero mean and \( E[|Z|] = \lambda \), where \( \lambda > 0 \), under the absolute error distortion measure. Show that for any \( 0 < D \leq \lambda \),

\[
R_L(D) - R_{SD}^L(D) = D(Z \parallel Z_L),
\]

where \( D(Z \parallel Z_L) \) is the divergence between \( Z \) and a Laplacian random variable \( Z_L \) of mean zero and parameter \( \lambda \), \( R_L(D) \) denotes the rate-distortion function of source \( Z_L \) (see Theorem 6.29) and \( R_{SD}^L(D) \) denotes the Shannon lower bound under the absolute error distortion measure (see Theorem 6.30).
17. **q-ary uniform DMS over the q-ary symmetric DMC:** Given integer \( q \geq 2 \), consider a \( q \)-ary DMS \( \{Z_n\} \) that is uniformly distributed over its alphabet \( Z = \{0, 1, \ldots, q-1\} \), with reproduction alphabet \( \hat{Z} = Z \) and the Hamming distortion measure. Consider also the \( q \)-ary symmetric DMC described in (4.2.11) with \( q \)-ary input and output alphabets and symbol error rate \( \epsilon \leq \frac{q-1}{q} \).

Determine whether or not an uncoded source-channel transmission scheme of rate \( R_{sc} = 1 \) source symbol/channel use (i.e., a source-channel code whose encoder and decoder are both given by the identity function) is optimal for this communication system.
18. **Shannon limit of the erasure source-channel system:** Given integer \( q \geq 2 \), consider the \( q \)-ary uniform DMS together with the distortion measure of Problem 6.5 above and the \( q \)-ary erasure channel described in (4.2.12), see also Problem 4.13.

(a) Find the system’s Shannon limit under a transmission rate of \( R_{sc} \) source symbol/channel use.

(b) Describe an uncoded source-channel transmission scheme for the system with rate \( R_{sc} = 1 \) and assess its optimality.

19. **Shannon limit for a Laplacian source over an AWGN channel:** Determine the Shannon limit under the absolute error distortion criterion and a transmission rate of \( R_{sc} \) source symbols/channel use for a communication system consisting of a memoryless zero-mean Laplacian source with parameter \( \lambda \) and an AWGN channel with input power constraint \( P \) and noise variance \( \sigma^2_N \).

20. **Shannon limit for a non-uniform DMS over different channels:** Find the Shannon limit under the Hamming distortion criterion for each of the systems of Examples 6.39, 6.40 and 6.41, where the source is a binary non-uniform DMS with \( P_Z(0) = p \), where \( 0 \leq p \leq 1 \).
Appendix A

Overview on Suprema and Limits

We herein review basic results on suprema and limits which are useful for the development of information theoretic coding theorems; they can be found in standard real analysis texts (e.g., see [189, 285]).

A.1 Supremum and maximum

Throughout, we work on subsets of ℝ, the set of real numbers.

Definition A.1 (Upper bound of a set) A real number \( u \) is called an upper bound of a non-empty subset \( A \) of ℝ if every element of \( A \) is less than or equal to \( u \); we say that \( A \) is bounded above. Symbolically, the definition becomes:

\[
A \subset ℝ \text{ is bounded above } \iff (\exists u \in ℝ) \text{ such that } (\forall a \in A), a \leq u.
\]

Definition A.2 (Least upper bound or supremum) Suppose \( A \) is a non-empty subset of ℝ. Then we say that a real number \( s \) is a least upper bound or supremum of \( A \) if \( s \) is an upper bound of the set \( A \) and if \( s \leq s' \) for each upper bound \( s' \) of \( A \). In this case, we write \( s = \sup A \); other notations are \( s = \sup_{x \in A} x \) and \( s = \sup\{x : x \in A\} \).

Completeness Axiom: (Least upper bound property) Let \( A \) be a non-empty subset of ℝ that is bounded above. Then \( A \) has a least upper bound.

It follows directly that if a non-empty set in ℝ has a supremum, then this supremum is unique. Furthermore, note that the empty set (\( \emptyset \)) and any set not bounded above do not admit a supremum in ℝ. However, when working in the set of extended real numbers given by \( ℝ \cup \{-\infty, \infty\} \), we can define the
supremum of the empty set as $-\infty$ and that of a set not bounded above as $\infty$. These extended definitions will be adopted in the text.

We now distinguish between two situations: (i) the supremum of a set $\mathcal{A}$ belongs to $\mathcal{A}$, and (ii) the supremum of a set $\mathcal{A}$ does not belong to $\mathcal{A}$. It is quite easy to create examples for both situations. A quick example for (i) involves the set $(0, 1]$, while the set $(0, 1)$ can be used for (ii). In both examples, the supremum is equal to 1; however, in the former case, the supremum belongs to the set, while in the latter case it does not. When a set contains its supremum, we call the supremum the maximum of the set.

**Definition A.3 (Maximum)** If $\sup \mathcal{A} \in \mathcal{A}$, then $\sup \mathcal{A}$ is also called the maximum of $\mathcal{A}$, and is denoted by $\max \mathcal{A}$. However, if $\sup \mathcal{A} \notin \mathcal{A}$, then we say that the maximum of $\mathcal{A}$ does not exist.

**Property A.4 (Properties of the supremum)**

1. The supremum of any set in $\mathbb{R} \cup \{-\infty, \infty\}$ always exits.
2. $(\forall a \in \mathcal{A}) \ a \leq \sup \mathcal{A}$.
3. If $-\infty < \sup \mathcal{A} < \infty$, then $(\forall \varepsilon > 0)(\exists a_0 \in \mathcal{A}) \ a_0 > \sup \mathcal{A} - \varepsilon$.
   (The existence of $a_0 \in (\sup \mathcal{A} - \varepsilon, \sup \mathcal{A}]$ for any $\varepsilon > 0$ under the condition of $|\sup \mathcal{A}| < \infty$ is called the approximation property for the supremum.)
4. If $\sup \mathcal{A} = \infty$, then $(\forall L \in \mathbb{R})(\exists B_0 \in \mathcal{A}) \ B_0 > L$.
5. If $\sup \mathcal{A} = -\infty$, then $\mathcal{A}$ is empty.

**Observation A.5 (Supremum of a set and channel coding theorems)** In Information Theory, a typical channel coding theorem establishes that a (finite) real number $\alpha$ is the supremum of a set $\mathcal{A}$. Thus, to prove such a theorem, one must show that $\alpha$ satisfies both properties 3 and 2 above, i.e.,

\[(\forall \varepsilon > 0)(\exists a_0 \in \mathcal{A}) \ a_0 > \alpha - \varepsilon \quad \text{(A.1.1)}\]

and

\[(\forall a \in \mathcal{A}) \ a \leq \alpha, \quad \text{(A.1.2)}\]

where (A.1.1) and (A.1.2) are called the achievability (or forward) part and the converse part, respectively, of the theorem. Specifically, (A.1.2) states that $\alpha$ is an upper bound of $\mathcal{A}$, and (A.1.1) states that no number less than $\alpha$ can be an upper bound for $\mathcal{A}$.
Property A.6 (Properties of the maximum)

1. \((\forall a \in A) \ a \leq \max A\), if \(\max A\) exists in \(\mathbb{R} \cup \{-\infty, \infty\}\).

2. \(\max A \in A\).

From the above property, in order to obtain \(\alpha = \max A\), one needs to show that \(\alpha\) satisfies both

\[(\forall a \in A) \ a \leq \alpha \quad \text{and} \quad \alpha \in A.\]

A.2 Infimum and minimum

The concepts of infimum and minimum are dual to those of supremum and maximum.

Definition A.7 (Lower bound of a set) A real number \(\ell\) is called a lower bound of a non-empty subset \(A\) in \(\mathbb{R}\) if every element of \(A\) is greater than or equal to \(\ell\); we say that \(A\) is bounded below. Symbolically, the definition becomes:

\[A \subset \mathbb{R} \text{ is bounded below} \iff (\exists \ \ell \in \mathbb{R}) \text{ such that } (\forall a \in A) \ a \geq \ell.\]

Definition A.8 (Greatest lower bound or infimum) Suppose \(A\) is a non-empty subset of \(\mathbb{R}\). Then we say that a real number \(\ell\) is a greatest lower bound or infimum of \(A\) if \(\ell\) is a lower bound of \(A\) and if \(\ell \geq \ell'\) for each lower bound \(\ell'\) of \(A\). In this case, we write \(\ell = \inf A\); other notations are \(\ell = \inf_{x \in A} x\) and \(\ell = \inf\{x : x \in A\}\).

Completeness Axiom: (Greatest lower bound property) Let \(A\) be a non-empty subset of \(\mathbb{R}\) that is bounded below. Then \(A\) has a greatest lower bound.

As for the case of the supremum, it directly follows that if a non-empty set in \(\mathbb{R}\) has an infimum, then this infimum is unique. Furthermore, working in the set of extended real numbers, the infimum of the empty set is defined as \(\infty\) and that of a set not bounded below as \(-\infty\).

Definition A.9 (Minimum) If \(\inf A \in A\), then \(\inf A\) is also called the minimum of \(A\), and is denoted by \(\min A\). However, if \(\inf A \not\in A\), we say that the minimum of \(A\) does not exist.
Property A.10 (Properties of the infimum)

1. The infimum of any set in \( \mathbb{R} \cup \{-\infty, \infty\} \) always exists.

2. \((\forall a \in A) \ a \geq \inf A.\)

3. If \( \infty > \inf A > -\infty \), then \((\forall \varepsilon > 0)(\exists a_0 \in A) \ a_0 < \inf A + \varepsilon.\)

   (The existence of \( a_0 \in [\inf A, \inf A + \varepsilon) \) for any \( \varepsilon > 0 \) under the assumption of \( |\inf A| < \infty \) is called the approximation property for the infimum.)

4. If \( \inf A = -\infty \), then \((\forall A \in \mathbb{R})(\exists B_0 \in A) \ B_0 < L.\)

5. If \( \inf A = \infty \), then \( A \) is empty.

Observation A.11 (Infimum of a set and source coding theorems) Analogously to Observation A.5, a typical source coding theorem in Information Theory establishes that a (finite) real number \( \alpha \) is the infimum of a set \( A \). Thus, to prove such a theorem, one must show that \( \alpha \) satisfies both properties 3 and 2 above, i.e.,

\[
(\forall \varepsilon > 0)(\exists a_0 \in A) \ a_0 < \alpha + \varepsilon \tag{A.2.1}
\]

and

\[
(\forall a \in A) \ a \geq \alpha. \tag{A.2.2}
\]

Here, (A.2.1) is called the achievability or forward part of the coding theorem; it specifies that no number greater than \( \alpha \) can be a lower bound for \( A \). Also, (A.2.2) is called the converse part of the theorem; it states that \( \alpha \) is a lower bound of \( A \).

Property A.12 (Properties of the minimum)

1. \((\forall a \in A) \ a \geq \min A, \) if \( \min A \) exists in \( \mathbb{R} \cup \{-\infty, \infty\}.\)

2. \( \min A \in A. \)

A.3 Boundedness and suprema operations

Definition A.13 (Boundedness) A subset \( A \) of \( \mathbb{R} \) is said to be bounded if it is both bounded above and bounded below; otherwise it is called unbounded.

Lemma A.14 (Condition for boundedness) A subset \( A \) of \( \mathbb{R} \) is bounded iff \( (\exists k \in \mathbb{R}) \) such that \((\forall a \in A) \ |a| \leq k.\)
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Lemma A.15 (Monotone property) Suppose that \( A \) and \( B \) are non-empty subsets of \( \mathbb{R} \) such that \( A \subset B \). Then

1. \( \sup A \leq \sup B \).
2. \( \inf A \geq \inf B \).

Lemma A.16 (Supremum for set operations) Define the “addition” of two sets \( A \) and \( B \) as

\[
A + B \triangleq \{c \in \mathbb{R} : c = a + b \text{ for some } a \in A \text{ and } b \in B\}.
\]

Define the “scaler multiplication” of a set \( A \) by a scalar \( k \in \mathbb{R} \) as

\[
k \cdot A \triangleq \{c \in \mathbb{R} : c = k \cdot a \text{ for some } a \in A\}.
\]

Finally, define the “negation” of a set \( A \) as

\[
-A \triangleq \{c \in \mathbb{R} : c = -a \text{ for some } a \in A\}.
\]

Then the following hold.

1. If \( A \) and \( B \) are both bounded above, then \( A + B \) is also bounded above and \( \sup(A + B) = \sup A + \sup B \).
2. If \( 0 < k < \infty \) and \( A \) is bounded above, then \( k \cdot A \) is also bounded above and \( \sup(k \cdot A) = k \cdot \sup A \).
3. \( \sup A = -\inf(-A) \) and \( \inf A = -\sup(-A) \).

Property 1 does not hold for the “product” of two sets, where the “product” of sets \( A \) and \( B \) is defined as

\[
A \cdot B \triangleq \{c \in \mathbb{R} : c = ab \text{ for some } a \in A \text{ and } b \in B\}.
\]

In this case, both of these two situations can occur:

\[
\begin{align*}
\sup(A \cdot B) &> (\sup A) \cdot (\sup B) \\
\sup(A \cdot B) &= (\sup A) \cdot (\sup B).
\end{align*}
\]
Lemma A.17 (Supremum/infimum for monotone functions)

1. If \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a non-decreasing function, then
\[
\sup \{ x \in \mathbb{R} : f(x) < \varepsilon \} = \inf \{ x \in \mathbb{R} : f(x) \geq \varepsilon \}
\]
and
\[
\sup \{ x \in \mathbb{R} : f(x) \leq \varepsilon \} = \inf \{ x \in \mathbb{R} : f(x) > \varepsilon \}.
\]

2. If \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a non-increasing function, then
\[
\sup \{ x \in \mathbb{R} : f(x) > \varepsilon \} = \inf \{ x \in \mathbb{R} : f(x) \leq \varepsilon \}
\]
and
\[
\sup \{ x \in \mathbb{R} : f(x) \geq \varepsilon \} = \inf \{ x \in \mathbb{R} : f(x) < \varepsilon \}.
\]

The above lemma is illustrated in Figure A.1.

A.4 Sequences and their limits

Let \( \mathbb{N} \) denote the set of “natural numbers” (positive integers) \( 1, 2, 3, \cdots \). A sequence drawn from a real-valued function is denoted by

\[
f : \mathbb{N} \rightarrow \mathbb{R}.
\]

In other words, \( f(n) \) is a real number for each \( n = 1, 2, 3, \cdots \). It is usual to write \( f(n) = a_n \), and we often indicate the sequence by any one of these notations

\[
\{a_1, a_2, a_3, \cdots , a_n, \cdots \} \text{ or } \{a_n\}_{n=1}^\infty.
\]

One important question that arises with a sequence is what happens when \( n \) gets large. To be precise, we want to know that when \( n \) is large enough, whether or not every \( a_n \) is close to some fixed number \( L \) (which is the limit of \( a_n \)).

**Definition A.18 (Limit)** The limit of \( \{a_n\}_{n=1}^\infty \) is the real number \( L \) satisfying:

\[
(\forall \varepsilon > 0)(\exists N) \text{ such that } (\forall n > N) \quad |a_n - L| < \varepsilon.
\]

In this case, we write \( L = \lim_{n \to \infty} a_n \). If no such \( L \) satisfies the above statement, we say that the limit of \( \{a_n\}_{n=1}^\infty \) does not exist.
Property A.19 If $\{a_n\}_{n=1}^\infty$ and $\{b_n\}_{n=1}^\infty$ both have a limit in $\mathbb{R}$, then the following hold.

1. $\lim_{n \to \infty} (a_n + b_n) = \lim_{n \to \infty} a_n + \lim_{n \to \infty} b_n$.
2. $\lim_{n \to \infty} (\alpha \cdot a_n) = \alpha \cdot \lim_{n \to \infty} a_n$.
3. $\lim_{n \to \infty} (a_n b_n) = (\lim_{n \to \infty} a_n)(\lim_{n \to \infty} b_n)$.

Note that in the above definition, $-\infty$ and $\infty$ cannot be a legitimate limit for any sequence. In fact, if $(\forall L)(\exists N)$ such that $(\forall n > N) a_n > L$, then we
say that \( a_n \) *diverges* to \( \infty \) and write \( a_n \to \infty \). A similar argument applies to \( a_n \) diverging to \( -\infty \). For convenience, we will work in the set of extended real numbers and thus state that a sequence \( \{a_n\}_{n=1}^{\infty} \) that diverges to either \( \infty \) or \( -\infty \) has a limit in \( \mathbb{R} \cup \{-\infty, \infty\} \).

**Lemma A.20 (Convergence of monotone sequences)** If \( \{a_n\}_{n=1}^{\infty} \) is non-decreasing in \( n \), then \( \lim_{n \to \infty} a_n \) exists in \( \mathbb{R} \cup \{-\infty, \infty\} \). If \( \{a_n\}_{n=1}^{\infty} \) is also bounded from above – i.e., \( a_n \leq L \ \forall n \) for some \( L \) in \( \mathbb{R} \) – then \( \lim_{n \to \infty} a_n \) exists in \( \mathbb{R} \).

Likewise, if \( \{a_n\}_{n=1}^{\infty} \) is non-increasing in \( n \), then \( \lim_{n \to \infty} a_n \) exists in \( \mathbb{R} \cup \{-\infty, \infty\} \). If \( \{a_n\}_{n=1}^{\infty} \) is also bounded from below – i.e., \( a_n \geq L \ \forall n \) for some \( L \) in \( \mathbb{R} \) – then \( \lim_{n \to \infty} a_n \) exists in \( \mathbb{R} \).

As stated above, the limit of a sequence may not exist. For example, \( a_n = (-1)^n \). Then \( a_n \) will be close to either \(-1\) or \(1\) for \( n \) large. Hence, more generalized definitions that can describe the general limiting behavior of a sequence is required.

**Definition A.21 (limsup and liminf)** The *limit supremum* of \( \{a_n\}_{n=1}^{\infty} \) is the extended real number in \( \mathbb{R} \cup \{-\infty, \infty\} \) defined by

\[
\limsup_{n \to \infty} a_n \triangleq \lim_{n \to \infty} \left( \sup_{k \geq n} a_k \right),
\]

and the *limit infimum* of \( \{a_n\}_{n=1}^{\infty} \) is the extended real number defined by

\[
\liminf_{n \to \infty} a_n \triangleq \lim_{n \to \infty} \left( \inf_{k \geq n} a_k \right).
\]

Some also use the notations \( \overline{\lim} \) and \( \underline{\lim} \) to denote limsup and liminf, respectively.

Note that the limit supremum and the limit infimum of a sequence is always defined in \( \mathbb{R} \cup \{-\infty, \infty\} \), since the sequences

\[
\sup_{k \geq n} a_k = \sup \{a_k : k \geq n\}
\]

and

\[
\inf_{k \geq n} a_k = \inf \{a_k : k \geq n\}
\]

are monotone in \( n \) (cf. Lemma A.20). An immediate result follows from the definitions of limsup and liminf.

**Lemma A.22 (Limit)** For a sequence \( \{a_n\}_{n=1}^{\infty} \),

\[
\lim_{n \to \infty} a_n = L \iff \limsup_{n \to \infty} a_n = \liminf_{n \to \infty} a_n = L.
\]

Some properties regarding the limsup and liminf of sequences (which are parallel to Properties A.4 and A.10) are listed below.
Property A.23 (Properties of the limit supremum)

1. The limit supremum always exists in $\mathbb{R} \cup \{-\infty, \infty\}$.

2. If $|\limsup_{m \to \infty} a_m| < \infty$, then $(\forall \varepsilon > 0)(\exists N)$ such that $(\forall n > N)$ $a_n < \limsup_{m \to \infty} a_m + \varepsilon$. (Note that this holds for every $n > N$.)

3. If $|\limsup_{m \to \infty} a_m| < \infty$, then $(\forall \varepsilon > 0)$ $(\exists N)$ such that $(\forall n > N)$ $a_n < \limsup_{m \to \infty} a_m + \varepsilon$. (Note that this holds only for one $N$, which is larger than $K$.)

Property A.24 (Properties of the limit infimum)

1. The limit infimum always exists in $\mathbb{R} \cup \{-\infty, \infty\}$.

2. If $|\liminf_{m \to \infty} a_m| < \infty$, then $(\forall \varepsilon > 0$ and integer $K$) $(\exists N > K)$ such that $a_N < \liminf_{m \to \infty} a_m + \varepsilon$. (Note that this holds only for one $N$, which is larger than $K$.)

3. If $|\liminf_{m \to \infty} a_m| < \infty$, then $(\forall \varepsilon > 0)$ $(\exists N)$ such that $(\forall n > N)$ $a_n > \liminf_{m \to \infty} a_m - \varepsilon$. (Note that this holds for every $n > N$.)

The last two items in Properties A.23 and A.24 can be stated using the terminology of sufficiently large and infinitely often, which is often adopted in Information Theory.

Definition A.25 (Sufficiently large) We say that a property holds for a sequence $\{a_n\}_{n=1}^{\infty}$ almost always or for all sufficiently large $n$ if the property holds for every $n > N$ for some $N$.

Definition A.26 (Infinitely often) We say that a property holds for a sequence $\{a_n\}_{n=1}^{\infty}$ infinitely often or for infinitely many $n$ if for every $K$, the property holds for one (specific) $N$ with $N > K$.

Then properties 2 and 3 of Property A.23 can be respectively re-phrased as: if $|\limsup_{m \to \infty} a_m| < \infty$, then $(\forall \varepsilon > 0)$

$$a_n < \limsup_{m \to \infty} a_m + \varepsilon \quad \text{for all sufficiently large } n$$

and

$$a_n > \limsup_{m \to \infty} a_m - \varepsilon \quad \text{for infinitely many } n.$$
Similarly, properties 2 and 3 of Property A.24 becomes: if \( |\lim_{m \to \infty} a_m| < \infty\), then (\( \forall \varepsilon > 0 \))
\[
a_n < \liminf_{m \to \infty} a_m + \varepsilon \quad \text{for infinitely many } n
\]
and
\[
a_n > \liminf_{m \to \infty} a_m - \varepsilon \quad \text{for all sufficiently large } n.
\]

Lemma A.27

1. \( \liminf_{n \to \infty} a_n \leq \limsup_{n \to \infty} a_n \).
2. If \( a_n \leq b_n \) for all sufficiently large \( n \), then
\[
\liminf_{n \to \infty} a_n \leq \liminf_{n \to \infty} b_n \quad \text{and} \quad \limsup_{n \to \infty} a_n \leq \limsup_{n \to \infty} b_n.
\]
3. \( \limsup_{n \to \infty} a_n < r \Rightarrow a_n < r \) for all sufficiently large \( n \).
4. \( \limsup_{n \to \infty} a_n > r \Rightarrow a_n > r \) for infinitely many \( n \).
5.
\[
\liminf_{n \to \infty} a_n + \liminf_{n \to \infty} b_n \leq \liminf_{n \to \infty} (a_n + b_n) \\
\leq \limsup_{n \to \infty} a_n + \liminf_{n \to \infty} b_n \\
\leq \limsup_{n \to \infty} (a_n + b_n) \\
\leq \limsup_{n \to \infty} a_n + \limsup_{n \to \infty} b_n.
\]
6. If \( \lim_{n \to \infty} a_n \) exists, then
\[
\lim_{n \to \infty} (a_n + b_n) = \lim_{n \to \infty} a_n + \lim_{n \to \infty} b_n
\]
and
\[
\limsup_{n \to \infty} (a_n + b_n) = \limsup_{n \to \infty} a_n + \limsup_{n \to \infty} b_n.
\]

Finally, one can also interpret the limit supremum and limit infimum in terms of the concept of clustering points. A clustering point is a point that a sequence \( \{a_n\}_{n=1}^{\infty} \) approaches (i.e., belonging to a ball with arbitrarily small radius and that point as center) infinitely many times. For example, if \( a_n = \sin(n\pi/2) \), then \( \{a_n\}_{n=1}^{\infty} = \{1, 0, -1, 0, 1, 0, -1, 0, \ldots\} \). Hence, there are three clustering points in this sequence, which are \(-1, 0\) and 1. Then the limit supremum of the sequence is nothing but its largest clustering point, and its limit infimum is exactly its smallest clustering point. Specifically, \( \limsup_{n \to \infty} a_n = 1 \) and \( \liminf_{n \to \infty} a_n = -1 \). This approach can sometimes be useful to determine the \( \limsup \) and \( \liminf \) quantities.
A.5 Equivalence

We close this appendix by providing some equivalent statements that are often used to simplify proofs. For example, instead of directly showing that quantity $x$ is less than or equal to quantity $y$, one can take an arbitrary constant $\varepsilon > 0$ and prove that $x < y + \varepsilon$. Since $y + \varepsilon$ is a larger quantity than $y$, in some cases it might be easier to show $x < y + \varepsilon$ than proving $x \leq y$. By the next theorem, any proof that concludes that “$x < y + \varepsilon$ for all $\varepsilon > 0$” immediately gives the desired result of $x \leq y$.

**Theorem A.28** For any $x, y$ and $a$ in $\mathbb{R}$,

1. $x < y + \varepsilon$ for all $\varepsilon > 0$ iff $x \leq y$;
2. $x < y - \varepsilon$ for some $\varepsilon > 0$ iff $x < y$;
3. $x > y - \varepsilon$ for all $\varepsilon > 0$ iff $x \geq y$;
4. $x > y + \varepsilon$ for some $\varepsilon > 0$ iff $x > y$;
5. $|a| < \varepsilon$ for all $\varepsilon > 0$ iff $a = 0$. 
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Appendix B

Overview in Probability and Random Processes

This appendix presents a quick overview of important concepts from probability theory and the theory of random processes. We assume that the reader has a basic knowledge of these subjects; for a thorough study, comprehensive texts such as [19, 32, 74, 122, 129] should be consulted. We close the appendix with a brief discussion of Jensen’s inequality and the Lagrange multipliers optimization technique [31, 38].

B.1 Probability space

Definition B.1 (σ-Fields) Let $F$ be a collection of subsets of a non-empty set $\Omega$. Then $F$ is called a $\sigma$-field (or $\sigma$-algebra) if the following hold:

1. $\Omega \in F$.
2. $F$ is closed under complementation: If $A \in F$, then $A^c \in F$, where $A^c = \{\omega \in \Omega : \omega \not\in A\}$.
3. $F$ is closed under countable unions: If $A_i \in F$ for $i = 1, 2, 3, \ldots$, then $\bigcup_{i=1}^{\infty} A_i \in F$.

It directly follows that the empty set $\emptyset$ is also an element of $F$ (as $\Omega^c = \emptyset$) and that $F$ is closed under countable intersection since

$$\bigcap_{i=1}^{\infty} A_i^c = \left(\bigcup_{i=1}^{\infty} A_i\right)^c.$$

The largest $\sigma$-field of subsets of a given set $\Omega$ is the collection of all subsets of $\Omega$ (i.e., its powerset), while the smallest $\sigma$-field is given by $\{\Omega, \emptyset\}$. Also, if $A$ is
a proper (strict) non-empty subset of $\Omega$, then the smallest $\sigma$-field containing $A$ is given by $\{\Omega, \emptyset, A, A^c\}$.

**Definition B.2 (Probability space)** A probability space is a triple $(\Omega, F, P)$, where $\Omega$ is a given set called sample space containing all possible outcomes (usually observed from an experiment), $F$ is a $\sigma$-field of subsets of $\Omega$ and $P$ is a probability measure $P: F \to [0, 1]$ on the $\sigma$-field satisfying the following:

1. $0 \leq P(A) \leq 1$ for all $A \in F$.
2. $P(\Omega) = 1$.
3. Countable additivity: If $A_1, A_2, \ldots$ is a sequence of disjoint sets (i.e., $A_i \cap A_j = \emptyset$ for all $i \neq j$) in $F$, then
   \[ P \left( \bigcup_{k=1}^{\infty} A_k \right) = \sum_{k=1}^{\infty} P(A_k). \]

It directly follows from Properties 1-3 of the above definition that $P(\emptyset) = 0$. Usually, the $\sigma$-field $F$ is called the event space and its elements (which are subsets of $\Omega$ satisfying the properties of Definition B.1) are called events.

### B.2 Random variables and random processes

A random variable $X$ defined over probability space $(\Omega, F, P)$ is a real-valued function $X: \Omega \to \mathbb{R}$ that is measurable (or $F$-measurable), i.e., satisfying the property that

\[ X^{-1}((-\infty, t]) \triangleq \{\omega \in \Omega: X(\omega) \leq t\} \in F \]

for each real $t$.\footnote{One may question why bother defining random variables based on some abstract probability space. One may continue that “a random variable $X$ can simply be defined based on its probability distribution,” which is indeed true (cf. Observation B.3). A perhaps easier way to understand the abstract definition of a random variable is that the underlying probability space $(\Omega, F, P)$ on which it is defined is what truly occurs internally, but it is possibly non-observable. In order to infer which of the non-observable $\omega$ occurs, an experiment is performed resulting in an observable $x$ that is a function of $\omega$. Such experiment yields the random variable $X$ whose probability is defined over the probability space $(\Omega, F, P)$.}

The Borel $\sigma$-field of $\mathbb{R}$, denoted by $\mathcal{B}(\mathbb{R})$, is the smallest $\sigma$-field of subsets of $\mathbb{R}$ containing all open intervals in $\mathbb{R}$. The elements of $\mathcal{B}(\mathbb{R})$ are called Borel sets.
For any random variable $X$, we use $P_X$ to denote the probability distribution on $\mathcal{B}(\mathbb{R})$ induced by $X$, given by

$$P_X(B) := \Pr[X \in B] = P(w \in \Omega : X(w) \in B), \quad B \in \mathcal{B}(\mathbb{R}).$$

Note that the quantities $P_X(B), B \in \mathcal{B}(\mathbb{R})$, fully characterize the random variable $X$ as they determine the probabilities of all events that concern $X$.

**Observation B.3 (Distribution function versus probability space)** In many applications, we are perhaps more interested in the distributions of random variables than the underlying probability space on which they are defined. It can be proved [32, Thm. 14.1] that given a real-valued non-negative function $F(\cdot)$ that is non-decreasing and right-continuous and satisfies $\lim_{x \to -\infty} F(x) = 0$ and $\lim_{x \to \infty} F(x) = 1$, there exist a random variable $X$ and an underlying probability space such that the cumulative distribution function (cdf) of the random variable, $\Pr[X \leq x] = P_X((\mathbb{R}, x))$, defined over the probability space is equal to $F(\cdot)$. This result releases us from the burden of referring to a probability space before defining the random variable. In other words, we can define a random variable $X$ directly by its cdf, $F_X(x) = \Pr[X \leq x]$, without bothering to refer to its underlying probability space. Nevertheless, it is important to keep in mind that, formally, random variables are defined over underlying probability spaces.

The $n$-tuple of random variables $X^n \triangleq (X_1, X_2, \ldots, X_n)$ is called a random vector of length $n$. In other words, given a probability space $(\Omega, \mathcal{F}, P)$, $X^n$ is a measurable function from $\Omega$ to $\mathbb{R}^n$, where $\mathbb{R}^n$ denotes the $n$-fold cartesian product of $\mathbb{R}$ with itself: $\mathbb{R}^n := \mathbb{R} \times \mathbb{R} \times \cdots \times \mathbb{R}$. Also, the probability distribution $P_{X^n}$ induced by $X^n$ is given by

$$P_{X^n}(B) = P(w \in \Omega : X^n(w) \in B), \quad B \in \mathcal{B}(\mathbb{R}^n),$$

where $\mathcal{B}(\mathbb{R}^n)$ is the Borel $\sigma$-field of $\mathbb{R}^n$; i.e., the smallest $\sigma$-field of subsets of $\mathbb{R}^n$ containing all open sets in $\mathbb{R}^n$.

The joint cdf $F_{X^n}$ of $X^n$ is the function from $\mathbb{R}^n$ to $[0, 1]$ given by

$$F_{X^n}(x^n) = P_X((-\infty, x_i), i = 1, \ldots, n) = P(\omega \in \Omega : X_i(w) \leq x_i, i = 1, \ldots, n)$$

for $x^n = (x_1, \ldots, x_n) \in \mathbb{R}^n$.

A random process (or random source) is a collection of random variables that arise from the same probability space. It can be mathematically represented by the collection

$$\{X_t, t \in I\},$$
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where $X_t$ denotes the $t^{th}$ random variable in the process, and the index $t$ runs over an index set $I$ which is arbitrary. The index set $I$ can be uncountably infinite (e.g., $I = \mathbb{R}$), in which case we are dealing with a continuous-time process. We will however exclude such a case in this appendix for the sake of simplicity.

In this text, we focus mostly on discrete-time sources; i.e., sources with the countable index set $I = \{1, 2, \ldots\}$. Each such source is denoted by $X := \{X_n\}_{n=1}^{\infty} = \{X_1, X_2, \ldots\}$, as an infinite sequence of random variables, where all the random variables take on values from a common generic alphabet $\mathcal{X} \subseteq \mathbb{R}$. The elements in $\mathcal{X}$ are usually called letters (or symbols or values). When $\mathcal{X}$ is a finite set, the letters of $\mathcal{X}$ can be conveniently expressed via the elements of any appropriately chosen finite set (i.e., the letters of $\mathcal{X}$ need not be real numbers).

The source $X$ is completely characterized by the sequence of joint cdf’s $\{F_{X_n}\}_{n=1}^{\infty}$. When the alphabet $\mathcal{X}$ is finite, the source can be equivalently described by the sequence of joint probability mass functions (pmf’s):

$$P_{X^n}(a^n) = \Pr[X_1 = a_1, X_2 = a_2, \ldots, X_n = a_n]$$

for all $a^n = (a_1, a_2, \ldots, a_n) \in \mathcal{X}^n$, $n = 1, 2, \ldots$.

### B.3 Statistical properties of random sources

For a random process $X = \{X_n\}_{n=1}^{\infty}$ with alphabet $\mathcal{X}$ (i.e., $\mathcal{X} \subseteq \mathbb{R}$ is the range of each $X_i$) defined over probability space $(\Omega, \mathcal{F}, P)$, consider $\mathcal{X}^\infty$, the set of all sequences $x \triangleq (x_1, x_2, x_3, \ldots)$ of real numbers in $\mathcal{X}$. An event $E$ in $\mathcal{F}_X$, the smallest $\sigma$-field generated by all open sets of $\mathcal{X}^\infty$ (i.e., the Borel $\sigma$-field of $\mathcal{X}^\infty$), is said to be $T$-invariant with respect to the left-shift (or shift transformation) $T : \mathcal{X}^\infty \to \mathcal{X}^\infty$ if

$$TE \subseteq E,$$

where

$$TE \triangleq \{T x : x \in E\} \quad \text{and} \quad T x \triangleq T(x_1, x_2, x_3, \ldots) = (x_2, x_3, \ldots).$$

In other words, $T$ is equivalent to “chopping the first component.” For example, applying $T$ onto an event $E_1$ defined below,

$$E_1 \triangleq \{(x_1 = 1, x_2 = 1, x_3 = 1, x_4 = 1, \ldots), (x_1 = 0, x_2 = 1, x_3 = 1, x_4 = 1, \ldots), (x_1 = 0, x_2 = 0, x_3 = 1, x_4 = 1, \ldots)\},$$

yields

$$TE_1 = \{(x_1 = 1, x_2 = 1, x_3 = 1, \ldots), (x_1 = 1, x_2 = 1, x_3 = 1 \ldots)\},$$
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\[(x_1 = 0, x_2 = 1, x_3 = 1, \ldots)\]
\[= \{(x_1 = 1, x_2 = 1, x_3 = 1, \ldots), (x_1 = 0, x_2 = 1, x_3 = 1, \ldots)\}.\]

We then have \(TE_1 \subseteq E_1\), and hence \(E_1\) is \(T\)-invariant.

It can be proved\(^2\) that if \(TE \subseteq E\), then \(T^2E \subseteq TE\). By induction, we can further obtain
\[\ldots \subseteq T^3E \subseteq T^2E \subseteq TE \subseteq E.\]
Thus, if an element say \((1, 0, 0, 1, 0, 0, \ldots)\) is in a \(T\)-invariant set \(E\), then all its left-shift counterparts (i.e., \((0, 0, 1, 0, 0, 1 \ldots)\) and \((0, 1, 0, 1, 0, \ldots)\)) should be contained in \(E\). As a result, for a \(T\)-invariant set \(E\), an element and all its left-shift counterparts are either all in \(E\) or all outside \(E\), but cannot be partially inside \(E\). Hence, a “\(T\)-invariant group” such as one containing \((1, 0, 0, 1, 0, 0, \ldots), (0, 0, 1, 0, 0, 1 \ldots)\) and \((0, 1, 0, 1, 0, \ldots)\) should be treated as an indecomposable group in \(T\)-invariant sets.

Although we are in particular interested in these “\(T\)-invariant indecomposable groups” (especially when defining an ergodic random process), it is possible that some single “transient” element, such as \((0, 0, 1, 1, \ldots)\) in (B.3.1), is included in a \(T\)-invariant set, and will be excluded after applying left-shift operation \(T\). This however can be resolved by introducing the inverse operation \(T^{-1}\). Note that \(T\) is a many-to-one mapping, so its inverse operation does not exist in general. Similar to taking the closure of an open set, the definition adopted below [251, p. 3] allows us to “enlarge” the \(T\)-invariant set such that all right-shift counterparts of the single “transient” element are included:

\[T^{-1}E \triangleq \{x \in \mathcal{X}^\infty : Tx \in E\}.\]

We then notice from the above definition that if
\[T^{-1}E = E,\]
then\(^3\)
\[TE = T(T^{-1}E) = E,\]
and hence \(E\) is constituted only by the \(T\)-invariant groups because
\[\cdots = T^{-2}E = T^{-1}E = E = TE = T^2E = \cdots.\]

\(^2\)If \(A \subseteq B\), then \(TA \subseteq TB\). Thus \(T^2E \subseteq TE\) holds whenever \(TE \subseteq E\).

\(^3\)The proof of \(T(T^{-1}E) = E\) is as follows. If \(y \in T(T^{-1}E) = T(\{x \in \mathcal{X}^\infty : Tx \in E\})\), then there must exist an element \(x \in \{x \in \mathcal{X}^\infty : Tx \in E\}\) such that \(y = Tx\). Since \(Tx \in E\), we have \(y \in E\) and \(T(T^{-1}E) \subseteq E\).

On the contrary, if \(y \in E\), all \(x\)'s satisfying \(Tx = y\) belong to \(T^{-1}E\). Thus, \(y \in T(T^{-1}E)\), which implies \(E \subseteq T(T^{-1}E)\).
The sets that satisfy (B.3.2) are sometimes referred to as ergodic sets because as time goes by (the left-shift operator $T$ can be regarded as a shift to a future time), the set always stays in the state that it has been before. A quick example of an ergodic set for $X = \{0, 1\}$ is one that consists of all binary sequences that contain finitely many 0’s.\(^4\)

We now classify several useful statistical properties of random process $X = \{X_1, X_2, \ldots \}$.

- **Memoryless process:** The process or source $X$ is said to be memoryless if its random variables are independent and identically distributed (i.i.d.). Here by independence, we mean that any finite sequence $X_{i_1}, X_{i_2}, \ldots, X_{i_n}$ of random variables satisfies

$$\Pr[X_{i_1} = x_1, X_{i_2} = x_2, \ldots, X_{i_n} = x_n] = \prod_{l=i}^{n} \Pr[X_{i_l} = x_l]$$

for all $x_l \in \mathcal{X}$, $l = 1, \ldots, n$; we also say that these random variables are mutually independent. Furthermore, the notion of identical distribution means that

$$\Pr[X_i = x] = \Pr[X_1 = x]$$

for any $x \in \mathcal{X}$ and $i = 1, 2, \ldots$; i.e., all the source’s random variables are governed by the same marginal distribution.

- **Stationary process:** The process $X$ is said to be stationary (or strictly stationary) if the probability of every sequence or event is unchanged by a left (time) shift, or equivalently, if any $j = 1, 2, \ldots$, the joint distribution of $(X_1, X_2, \ldots, X_n)$ satisfies

$$\Pr[X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n] = \Pr[X_{j+1} = x_1, X_{j+2} = x_2, \ldots, X_{j+n} = x_n]$$

for all $x_l \in \mathcal{X}$, $l = 1, \ldots, n$.

It is direct to verify that a memoryless source is stationary. Also, for a stationary source, its random variables are identically distributed.

\(^4\)As the textbook only deals with one-sided random processes, the discussion on $T$-invariance only focuses on sets of one-sided sequences. When a two-sided random process $\ldots, X_{-2}, X_{-1}, X_0, X_1, X_2, \ldots$ is considered, the left-shift operation $T$ of a two-sided sequence actually has a unique inverse. Hence, $TE \subseteq E$ implies $TE = E$. Also, $TE = E$ if and only if (iff) $T^{-1}E = E$. Ergodicity for two-sided sequences can therefore be directly defined using $TE = E$. 
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• **Ergodic process**: The process $X$ is said to be **ergodic** if any ergodic set (satisfying (B.3.2)) in $F_X$ has probability either 1 or 0. This definition is not very intuitive, but some interpretations and examples may shed some light.

Observe that the definition has nothing to do with stationarity. It simply states that events that are unaffected by time-shifting (both left- and right-shifting) must have probability either zero or one.

Ergodicity implies that all convergent sample averages\(^5\) converge to a constant (but not necessarily to the ensemble average or statistical expectation), and stationarity assures that the time average converges to a random variable; hence, it is reasonably to expect that they jointly imply the ultimate time average equals the ensemble average. This is validated by the well-known **ergodic theorem** by Birkhoff and Khinchin.

**Theorem B.4 (Pointwise ergodic theorem)** Consider a discrete-time stationary random process, $X = \{X_n\}_{n=1}^\infty$. For real-valued function $f(\cdot)$ on $\mathbb{R}$ with finite mean (i.e., $|E[f(X_n)]| < \infty$), there exists a random variable $Y$ such that

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} f(X_k) = Y \quad \text{with probability 1.}
$$

If, in addition to stationarity, the process is also ergodic, then

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} f(X_k) = E[f(X_1)] \quad \text{with probability 1.}
$$

**Example B.5** Consider the process $\{X_i\}_{i=1}^\infty$ consisting of a family of i.i.d. binary random variables (obviously, it is stationary and ergodic). Define the function $f(\cdot)$ by $f(0) = 0$ and $f(1) = 1$, Hence,\(^6\)

$$
E[f(X_n)] = P_{X_n}(0)f(0) + P_{X_n}(1)f(1) = P_{X_n}(1)
$$

is finite. By the pointwise ergodic theorem, we have

$$
\lim_{n \to \infty} \frac{f(X_1) + f(X_2) + \cdots + f(X_n)}{n} = \lim_{n \to \infty} \frac{X_1 + X_2 + \cdots + X_n}{n} = P_X(1).
$$

\(^5\)Two alternative names for sample average are time average and Cesàro mean. In this book, these names will be used interchangeably.

\(^6\)As specified in Section B.2, $P_{X_n}(0) = \Pr[X_n = 0]$. These two representations will be used alternatively throughout the book.
As seen in the above example, one of the important consequences that the pointwise ergodic theorem indicates is that the time average can ultimately replace the statistical average, which is a useful result. Hence, with stationarity and ergodicity, one, who observes

\[ X_i^{30} = 15432654334225632425644234443 \]

from the experiment of rolling a dice, can draw the conclusion that the true distribution of rolling the dice can be well approximated by:

\[
\begin{align*}
\Pr\{X_i = 1\} &\approx \frac{1}{30} & \Pr\{X_i = 2\} &\approx \frac{6}{30} & \Pr\{X_i = 3\} &\approx \frac{7}{30} \\
\Pr\{X_i = 4\} &\approx \frac{9}{30} & \Pr\{X_i = 5\} &\approx \frac{4}{30} & \Pr\{X_i = 6\} &\approx \frac{3}{30}
\end{align*}
\]

Such result is also known by the law of large numbers. The relation between ergodicity and the law of large numbers will be further explored in Section B.5.

We close the discussion on ergodicity by remarking that in communications theory, one may assume that the source is stationary or the source is stationary ergodic. But it is not common to see the assumption of the source being ergodic but non-stationary. This is perhaps because an ergodic but non-stationary source does not in general facilitate the analytical study of communications problems. This, to some extent, justifies that the ergodicity assumption usually comes after the stationarity assumption. A specific example is the pointwise ergodic theorem, where the random processes considered is presumed to be stationary.

- **Markov chain for three random variables**: Three random variables \( X, Y \) and \( Z \) are said to form a Markov chain if

\[
P_{X,Y,Z}(x, y, z) = P_X(x) \cdot P_{Y|X}(y|x) \cdot P_{Z|Y}(z|y);
\]

i.e., \( P_{Z|X,Y}(z|x, y) = P_{Z|Y}(z|y) \). This is usually denoted by \( X \to Y \to Z \). \( X \to Y \to Z \) is sometimes read as “\( X \) and \( Z \) are conditionally independent given \( Y \)” because it can be shown that (B.3.3) is equivalent to

\[
P_{X,Z|Y}(x, z|y) = P_{X|Y}(x|y) \cdot P_{Z|Y}(z|y).
\]

Therefore, \( X \to Y \to Z \) is equivalent to \( Z \to Y \to X \). Accordingly, the Markovian notation is sometimes expressed as \( X \leftrightarrow Y \leftrightarrow Z \).

- **\( k \)-th order Markov sources**: The sequence of random variables \( \{X_n\}_{n=1}^{\infty} = X_1, X_2, X_3, \ldots \) with common finite-alphabet \( \mathcal{X} \) is said to form a \( k \)-th order
Markov chain (or \(k\)-th order Markov source or process) if for all \(n > k\), \(x_i \in \mathcal{X}, i = 1, \ldots, n\),

\[
\Pr[X_n = x_n | X_{n-1} = x_{n-1}, \ldots, X_1 = x_1] = \Pr[X_n = x_n | X_{n-1} = x_{n-1}, \ldots, X_{n-k} = x_{n-k}]. \tag{B.3.4}
\]

Each \(x_{n-k}^{n-1} := (x_{n-k}, x_{n-k+1}, \ldots, x_{n-1}) \in \mathcal{X}^k\) is called the state of the Markov chain at time \(n\).

When \(k = 1\), then \(\{X_n\}_{n=1}^\infty\) is called a first-order Markov source (or just a Markov source or chain). In light of (B.3.4), for any \(n > 1\), the random variables \(X_1, X_2, \ldots, X_n\) directly satisfy the conditional independence property

\[
\Pr[X_i = x_i | X_{i-1} = x_{i-1}] = \Pr[X_i = x_i | X_{i-1} = x_{i-1}], \tag{B.3.5}
\]

for all \(x_i \in \mathcal{X}, i = 1, \ldots, n\); this property is denoted as in (B.3.3) by

\[
X_1 \rightarrow X_2 \rightarrow \cdots \rightarrow X_n
\]

for \(n > 2\). The same property applies to any finite number of random variables from the source ordered in terms of increasing time indices.

We next summarize important concepts and facts about Markov sources (e.g., see [100, 122]).

- A \(k\)-th order Markov chain is irreducible if with some probability, we can go from any state in \(\mathcal{X}^k\) to another state in a finite number of steps, i.e., for all \(x^k, y^k \in \mathcal{X}^k\) there exists an integer \(j \geq 1\) such that

\[
\Pr \left\{ X_j^{k+j-1} = x^k | X_1^k = y^k \right\} > 0.
\]

- A \(k\)-th order Markov chain is said to be time-invariant or homogeneous, if for every \(n > k\),

\[
\Pr[X_n = x_n | X_{n-1} = x_{n-1}, \ldots, X_{n-k} = x_{n-k}] = \Pr[X_{n+1} = x_{n+1} | X_k = x_k, \ldots, X_1 = x_1].
\]

Therefore, a homogeneous first-order Markov chain can be defined through its transition probability:

\[
[ \Pr\{X_2 = x_2 | X_1 = x_1\}]_{|\mathcal{X}| \times |\mathcal{X}|};
\]

and its initial state distribution \(P_{X_1}(x)\).
In a first-order Markov chain, the period $d(x)$ of state $x \in \mathcal{X}$ is defined by

$$d(x) \triangleq \gcd \{ n \in \{1, 2, 3, \ldots\} : \Pr\{X_{n+1} = x|X_1 = x\} > 0\},$$

where $\gcd$ denotes the greatest common divisor; in other words, if the Markov chain starts in state $x$, then the chain cannot return to state $x$ at any time that is not a multiple of $d(x)$. If $\Pr\{X_{n+1} = x|X_1 = x\} = 0$ for all $n$, we say that state $x$ has an infinite period and write $d(x) = \infty$. We also say that state $x$ is aperiodic if $d(x) = 1$ and periodic if $d(x) > 1$. Furthermore, the first-order Markov chain is called aperiodic if all its states are aperiodic. In other words, the first-order Markov chain is aperiodic if

$$\gcd \{ n \in \{1, 2, 3, \ldots\} : \Pr\{X_{n+1} = x|X_1 = x\} > 0\} = 1 \quad \forall x \in \mathcal{X}.$$

In an irreducible first-order Markov chain, all states have the same period. Hence, if one state in such a chain is aperiodic, then the entire Markov chain is aperiodic.

A distribution $\pi(\cdot)$ on $\mathcal{X}$ is said to be a stationary distribution for a homogeneous first-order Markov chain, if for every $y \in \mathcal{X}$,

$$\pi(y) = \sum_{x \in \mathcal{X}} \pi(x) \Pr\{X_2 = y|X_1 = x\}.$$

For a finite-alphabet homogeneous first-order Markov chain, $\pi(\cdot)$ always exists; furthermore, $\pi(\cdot)$ is unique if the Markov chain is irreducible. For a finite-alphabet homogeneous first-order Markov chain that is both irreducible and aperiodic,

$$\lim_{n \to \infty} \Pr\{X_{n+1} = y|X_1 = x\} = \pi(y)$$

for all states $x$ and $y$ in $\mathcal{X}$. If the initial state distribution is equal to a stationary distribution, then the homogeneous first-order Markov chain becomes a stationary process.

A finite-alphabet stationary Markov source is an ergodic process (and hence satisfies the pointwise ergodic theorem) iff it is irreducible; see [19, p. 371] and [251, Prop. I.2.9].

The general relations among i.i.d. sources, Markov sources, stationary sources and ergodic sources are depicted in Figure B.1.
B.4 Convergence of sequences of random variables

In this section, we will discuss modes in which a random process \( X_1, X_2, \ldots \) converges to a limiting random variable \( X \). Recall that a random variable is a real-valued measurable function from \( \Omega \) to \( \mathbb{R} \), where \( \Omega \) the sample space of the probability space over which the random variable is defined. So the following two expressions will be used interchangeably: \( X_1(\omega), X_2(\omega), X_3(\omega), \ldots \equiv X_1, X_2, X_3, \ldots \), for \( \omega \in \Omega \). Note that the random variables in a random process are defined over the same probability space \( (\Omega, \mathcal{F}, P) \).

**Definition B.6 (Convergence modes for random sequences)**

1. **Point-wise convergence on \( \Omega \).**\(^7\)

\( \{X_n\}_{n=1}^{\infty} \) is said to converge to \( X \) pointwise on \( \Omega \) if

\[
\lim_{n \to \infty} X_n(\omega) = X(\omega) \quad \text{for all } \omega \in \Omega.
\]

This notion of convergence, which is familiar to us from real analysis, is denoted by \( X_n \xrightarrow{p.w.} X \).

\(^7\)Although such mode of convergence is not used in probability theory, we introduce it herein to contrast it with the almost sure convergence mode (see Example B.7).
2. **Almost sure convergence or convergence with probability 1.**

\{X_n\}_{n=1}^\infty is said to converge to \(X\) with probability 1, if

\[
P\{\omega \in \Omega : \lim_{n \to \infty} X_n(\omega) = X(\omega)\} = 1.
\]

Almost sure convergence is denoted by \(X_n \overset{a.s.}{\to} X\); note that it is nothing but a probabilistic version of point-wise convergence.

3. **Convergence in probability.**

\(\{X_n\}_{n=1}^\infty\) is said to converge to \(X\) in probability, if for any \(\varepsilon > 0\),

\[
\lim_{n \to \infty} P\{\omega \in \Omega : |X_n(\omega) - X(\omega)| > \varepsilon\} = \lim_{n \to \infty} Pr\{|X_n - X| > \varepsilon\} = 0.
\]

This mode of convergence is denoted by \(X_n \overset{p}{\to} X\).

4. **Convergence in \(r^{th}\) mean.**

\(\{X_n\}_{n=1}^\infty\) is said to converge to \(X\) in \(r^{th}\) mean, if

\[
\lim_{n \to \infty} E[|X - X_n|^r] = 0.
\]

This is denoted by \(X_n \overset{L_r}{\to} X\).

5. **Convergence in distribution.**

\(\{X_n\}_{n=1}^\infty\) is said to converge to \(X\) in distribution, if

\[
\lim_{n \to \infty} F_{X_n}(x) = F_X(x),
\]

for every continuity point of \(F(x)\), where

\[
F_{X_n}(x) = \Pr\{X_n \leq x\} \quad \text{and} \quad F_X(x) = \Pr\{X \leq x\}.
\]

We denote this notion of convergence by \(X_n \overset{d}{\to} X\).

An example that facilitates the understanding of pointwise convergence and almost sure convergence is as follows.

**Example B.7** Consider a probability space \((\Omega, 2^\Omega, P)\), where \(\Omega = \{0, 1, 2, 3\}\), \(2^\Omega\) is the power set of \(\Omega\) and \(P(0) = P(1) = P(2) = 1/3\) and \(P(3) = 0\). Define a random variable as

\[
X_n(\omega) = \frac{\omega}{n}.
\]
Then

$$\Pr\{X_n = 0\} = \Pr\left\{X_n = \frac{1}{n}\right\} = \Pr\left\{X_n = \frac{2}{n}\right\} = \frac{1}{3}. $$

It is clear that for every $\omega$ in $\Omega$, $X_n(\omega)$ converges to $X(\omega)$, where $X(\omega) = 0$ for every $\omega \in \Omega$; so

$$X_n \overset{p.w.}{\to} X. $$

Now let $\tilde{X}(\omega) = 0$ for $\omega = 0, 1, 2$ and $\tilde{X}(\omega) = 1$ for $\omega = 3$. Then both of the following statements are true:

$$X_n \overset{a.s.}{\to} X \quad \text{and} \quad X_n \overset{a.s.}{\to} \tilde{X},$$

since

$$\Pr\left\{\lim_{n \to \infty} X_n = \tilde{X}\right\} = \sum_{\omega=0}^{3} P(\omega) \cdot 1\left\{\lim_{n \to \infty} X_n(\omega) = \tilde{X}(\omega)\right\} = 1,$$

where $1\{\cdot\}$ represents the set indicator function. However, $X_n$ does not converge to $\tilde{X}$ pointwise because

$$\lim_{n \to \infty} X_n(3) \neq \tilde{X}(3).$$

In other words, pointwise convergence requires “equality” even for samples without probability mass; however, these samples are ignored under almost surely convergence.

**Observation B.8 (Uniqueness of convergence)**

1. If $X_n \overset{p.w.}{\to} X$ and $X_n \overset{p.w.}{\to} Y$, then $X = Y$ pointwise. I.e., $(\forall \omega \in \Omega) X(\omega) = Y(\omega)$.

2. If $X_n \overset{a.s.}{\to} X$ and $X_n \overset{a.s.}{\to} Y$ (or $X_n \overset{p}{\to} X$ and $X_n \overset{p}{\to} Y$) (or $X_n \overset{L_r}{\to} X$ and $X_n \overset{L_r}{\to} Y$), then $X = Y$ with probability 1. I.e., $\Pr\{X = Y\} = 1$.

3. $X_n \overset{d}{\to} X$ and $X_n \overset{d}{\to} Y$, then $F_X(x) = F_Y(x)$ for all $x$.

For ease of understanding, the relations of the five modes of convergence can be depicted as follows. As usual, a double arrow denotes implication.

$$
\begin{align*}
X_n \overset{p.w.}{\to} X & \\
X_n \overset{a.s.}{\to} X & \overset{\text{Thm. B.10}}{\Rightarrow} X_n \overset{L_r}{\to} X \ (r \geq 1) \\
X_n \overset{p}{\to} X & \overset{\text{Thm. B.9}}{\Rightarrow} X_n \overset{d}{\to} X \\
X_n \overset{d}{\to} X
\end{align*}
$$
There are some other relations among these five convergence modes that are also depicted in the above graph (via the dotted line); they are stated below.

**Theorem B.9 (Monotone convergence theorem [32])**

\[ X_n \xrightarrow{a.s.} X, \quad (\forall n) Y \leq X_n \leq X_{n+1}, \text{ and } E[|Y|] < \infty \quad \Rightarrow \quad X_n \xrightarrow{L_1} X \]

\[ \Rightarrow \quad E[X_n] \to E[X]. \]

**Theorem B.10 (Dominated convergence theorem [32])**

\[ X_n \xrightarrow{a.s.} X, \quad (\forall n) |X_n| \leq Y, \text{ and } E[|Y|] < \infty \quad \Rightarrow \quad X_n \xrightarrow{L_1} X \]

\[ \Rightarrow \quad E[X_n] \to E[X]. \]

The implication of \( X_n \xrightarrow{L_1} X \) to \( E[X_n] \to E[X] \) can be easily seen from

\[ |E[X_n] - E[X]| = |E[X_n - X]| \leq E[|X_n - X|]. \]

**B.5 Ergodicity and laws of large numbers**

**B.5.1 Laws of large numbers**

Consider a random process \( X_1, X_2, \ldots \) with common marginal mean \( \mu \). Suppose that we wish to estimate \( \mu \) on the basis of the observed sequence \( x_1, x_2, x_3, \ldots \). The weak and strong laws of large numbers ensure that such inference is possible (with reasonable accuracy), provided that the dependencies between \( X_n \)'s are suitably restricted: e.g., the weak law is valid for uncorrelated \( X_n \)'s, while the strong law is valid for independent \( X_n \)'s. Since independence is a more restrictive condition than the absence of correlation, one expects the strong law to be more powerful than the weak law. This is indeed the case, as the weak law states that the sample average

\[ \frac{X_1 + \cdots + X_n}{n} \]

converges to \( \mu \) in probability, while the strong law asserts that this convergence takes place with probability 1.

The following two inequalities will be useful in the discussion of this subject.

**Lemma B.11 (Markov’s inequality)** For any integer \( k > 0 \), real number \( \alpha > 0 \) and any random variable \( X \),

\[ \Pr[|X| \geq \alpha] \leq \frac{1}{\alpha^k} E[|X|^k]. \]
**Proof:** Let $F_X(\cdot)$ be the cdf of random variable $X$. Then,

$$E[|X|^k] = \int_{-\infty}^{\infty} |x|^k dF_X(x)$$

$$\geq \int_{\{x \in \mathbb{R} : |x| \geq \alpha\}} |x|^k dF_X(x)$$

$$\geq \alpha^k dF_X(x)$$

$$= \alpha^k \int_{\{x \in \mathbb{R} : |x| \geq \alpha\}} dF_X(x)$$

$$= \alpha^k \Pr[|X| \geq \alpha].$$

Equality holds iff

$$\int_{\{x \in \mathbb{R} : |x| < \alpha\}} |x|^k dF_X(x) = 0 \quad \text{and} \quad \int_{\{x \in \mathbb{R} : |x| > \alpha\}} |x|^k dF_X(x) = 0,$$

namely,

$$\Pr[X = 0] + \Pr[|X| = \alpha] = 1.$$
Equality holds iff
\[ \Pr[|X - E[X]| = 0] + \Pr[|X - E[X]| = \alpha] = 1, \]
equivalently, there exists \( p \in [0, 1] \) such that
\[ \Pr[X = E[X] + \alpha] = \Pr[X = E[X] - \alpha] = p \quad \text{and} \quad \Pr[X = E[X]] = 1 - 2p. \]

In the proofs of the above two lemmas, we also provide the condition under which equality holds. These conditions indicate that equality usually cannot be fulfilled. Hence in most cases, the two inequalities are strict.

**Theorem B.13 (Weak law of large numbers)** Let \( \{X_n\}_{n=1}^{\infty} \) be a sequence of uncorrelated random variables with common mean \( E[X_i] = \mu \). If the variables also have common variance, or more generally,
\[ \lim_{n \to \infty} \frac{1}{n^2} \sum_{i=1}^{n} \text{Var}[X_i] = 0, \quad \left( \text{equivalently, } \frac{X_1 + \cdots + X_n}{n} \xrightarrow{\mathbb{L}_2} \mu \right) \]
then the sample average
\[ \frac{X_1 + \cdots + X_n}{n} \]
converges to the mean \( \mu \) in probability.

**Proof:** By Chebyshev’s inequality,
\[ \Pr \left\{ \left| \frac{1}{n} \sum_{i=1}^{n} X_i - \mu \right| \geq \varepsilon \right\} \leq \frac{1}{n^2 \varepsilon^2} \sum_{i=1}^{n} \text{Var}[X_i]. \]

Note that the right-hand side of the above Chebyshev’s inequality is just the second moment of the difference between the \( n \)-sample average and the mean \( \mu \). Thus the variance constraint is equivalent to the statement that \( X_n \xrightarrow{\mathbb{L}_2} \mu \) implies \( X_n \xrightarrow{p} \mu \).

**Theorem B.14 (Kolmogorov’s strong law of large numbers)** Let \( \{X_n\}_{n=1}^{\infty} \) be a sequence of independent random variables with common mean \( E[X_n] = \mu \). If either
1. \( X_n \)'s are identically distributed; or
2. $X_n$’s are square-integrable\(^8\) with variances satisfying
\[
\sum_{i=1}^{\infty} \frac{\text{Var}[X_i]}{i^2} < \infty,
\]
then
\[
\frac{X_1 + \cdots + X_n}{n} \xrightarrow{a.s.} \mu.
\]

Note that the above i.i.d. assumption does not exclude the possibility of $\mu = \infty$ (or $\mu = -\infty$), in which case the sample average converges to $\infty$ (or $-\infty$) with probability 1. Also note that there are cases of sequences of independent random variables for which the weak law applies, but the strong law does not. This is due to the fact that
\[
\sum_{i=1}^{n} \frac{\text{Var}[X_i]}{i^2} \geq \frac{1}{n^2} \sum_{i=1}^{n} \text{Var}[X_i].
\]

The final remark is that Kolmogorov’s strong law of large number can be extended to a function of a sequence of independent random variables:
\[
\frac{g(X_1) + \cdots + g(X_n)}{n} \xrightarrow{a.s.} E[g(X_1)].
\]
But such extension cannot be applied to the weak law of large numbers, since $g(Y_i)$ and $g(Y_j)$ can be correlated even if $Y_i$ and $Y_j$ are not.

### B.5.2 Ergodicity versus law of large numbers

After the introduction of Kolmogorov’s strong law of large numbers, one may find that the pointwise ergodic theorem (Theorem B.4) actually indicates a similar result. In fact, the pointwise ergodic theorem can be viewed as another version of the strong law of large numbers, which states that for stationary and ergodic processes, time averages converge with probability 1 to the ensemble expectation.

The notion of ergodicity is often misinterpreted, since the definition is not very intuitive. Some texts may provide a definition that a stationary process satisfying the ergodic theorem is also ergodic.\(^9\) However, the ergodic theorem

---

\(^8\)A random variable $X$ is said to be square-integrable if $E[|X|^2] < \infty$.

\(^9\)Here is one example. A stationary random process $\{X_n\}_{n=1}^{\infty}$ is called ergodic if for arbitrary integer $k$ and function $f(\cdot)$ on $\mathcal{X}^k$ of finite mean,
\[
\frac{1}{n} \sum_{i=1}^{n} f(X_{i+1}, \ldots, X_{i+k}) \xrightarrow{a.s.} E[f(X_1, \ldots, X_k)].
\]
is indeed a consequence of the original mathematical definition of ergodicity in terms of the shift-invariant property (see Section B.3 and the discussion in [120, pp. 174-175]).

![Ergodicity diagram](image)

Figure B.2: Relation of ergodic random processes respectively defined through time-shift invariance and ergodic theorem.

Let us try to clarify the notion of ergodicity by the following remarks.

- The concept of ergodicity does not require stationarity. In other words, a non-stationary process can be ergodic.

- Many perfectly good models of physical processes are not ergodic, yet they obey some form of law of large numbers. In other words, non-ergodic processes can be perfectly good and useful models.

- There is no finite-dimensional equivalent definition of ergodicity as there is for stationarity. This fact makes it more difficult to describe and interpret ergodicity.

- I.i.d. processes are ergodic; hence, ergodicity can be thought of as a (kind of) generalization of i.i.d.

As a result of this definition, a stationary ergodic source is the most general dependent random process for which the strong law of large numbers holds. This definition somehow implies that if a process is not stationary ergodic, then the strong law of large numbers is violated (or the time average does not converge with probability 1 to its ensemble expectation). But this is not true. One can weaken the conditions of stationarity and ergodicity from its original mathematical definitions to asymptotic stationarity and ergodicity, and still make the strong law of large numbers hold. (Cf. the last remark in this section and also Figure B.2.)
• As mentioned earlier, stationarity and ergodicity imply the time average converges with probability 1 to the ensemble mean. Now if a process is stationary but not ergodic, then the time average still converges, but possibly not to the ensemble mean.

For example, let \( \{A_n\}_{n=1}^{\infty} \) and \( \{B_n\}_{n=1}^{\infty} \) be two sequences of i.i.d. binary-valued random variables with \( \Pr\{A_n = 0\} = \Pr\{B_n = 1\} = 1/4 \). Suppose that \( X_n = A_n \) if \( U = 1 \), and \( X_n = B_n \) if \( U = 0 \), where \( U \) is an equiprobable binary random variable, and \( \{A_n\}_{n=1}^{\infty} \), \( \{B_n\}_{n=1}^{\infty} \) and \( U \) are independent. Then \( \{X_n\}_{n=1}^{\infty} \) is stationary. Is the process ergodic? The answer is negative. If the stationary process were ergodic, then from the pointwise ergodic theorem (Theorem B.4), its relative frequency would converge to

\[
\Pr(X_n = 1) = \Pr(U = 1) \Pr(X_n = 1 | U = 1) + \Pr(U = 0) \Pr(X_n = 1 | U = 0)
= \Pr(U = 1) \Pr(A_n = 1) + \Pr(U = 0) \Pr(B_n = 1) = \frac{1}{2}.
\]

However, one should observe that the outputs of \((X_1, \ldots, X_n)\) form a Bernoulli process with relative frequency of 1’s being either 3/4 or 1/4, depending on the value of \( U \). Therefore,

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} X_n \overset{a.s.}{\to} Y,
\]

where \( \Pr(Y = 1/4) = \Pr(Y = 3/4) = 1/2 \), which contradicts the ergodic theorem.

From the above example, the pointwise ergodic theorem can actually be made useful in such a stationary but non-ergodic case, since an “apparent” stationary ergodic process (either \( \{A_n\}_{n=1}^{\infty} \) or \( \{B_n\}_{n=1}^{\infty} \)) is actually being observed when measuring the relative frequency (3/4 or 1/4). This renders a surprising fundamental result for random processes – the ergodic decomposition theorem: under fairly general assumptions, any (not necessarily ergodic) stationary process is in fact a mixture of stationary ergodic processes, and hence one always observes a stationary ergodic outcome (e.g., see [251, 119]). As in the above example, one always observe either \( A_1, A_2, A_3, \ldots \) or \( B_1, B_2, B_3, \ldots \), depending on the value of \( U \), for which both sequences are stationary ergodic (i.e., the time-stationary observation \( X_n \) satisfies \( X_n = U \cdot A_n + (1 - U) \cdot B_n \)).

• The previous remark implies that ergodicity is not required for the strong law of large numbers to be useful. The next question is whether or not stationarity is required. Again the answer is negative. In fact, the
main concern of the law of large numbers is the convergence of sample averages to its ensemble expectation. It should be reasonable to expect that random processes could exhibit transient behaviors that violate the stationarity definition, with their sample average still converging. One can then introduce the notion of asymptotically mean stationary to achieve the law of large numbers [119]. For example, a finite-alphabet time-invariant (but not necessarily stationary) irreducible Markov chain satisfies the law of large numbers. Thus, the stationarity and/or ergodicity properties of a process can be weakened with the process still admitting laws of large numbers (i.e., time averages and relative frequencies have desired and well-defined limits).

B.6 Central limit theorem

Theorem B.15 (Central limit theorem) If \( \{X_n\}_{n=1}^{\infty} \) is a sequence of i.i.d. random variables with finite common marginal mean \( \mu \) and variance \( \sigma^2 \), then

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} (X_i - \mu) \xrightarrow{d} Z \sim \mathcal{N}(0, \sigma^2),
\]

where the convergence is in distribution (as \( n \to \infty \)) and \( Z \sim \mathcal{N}(0, \sigma^2) \) is a Gaussian distributed random variable with mean 0 and variance \( \sigma^2 \).

B.7 Convexity, concavity and Jensen’s inequality

Jensen’s inequality provides a useful bound for the expectation of convex (or concave) functions.

Definition B.16 (Convexity) Consider a convex set\(^{10} \mathcal{O} \in \mathbb{R}^m \), where \( m \) is a fixed positive integer. Then a function \( f: \mathcal{O} \to \mathbb{R} \) is said to be convex over \( \mathcal{O} \) if for every \( \bar{x}, \bar{y} \) in \( \mathcal{O} \) and \( 0 \leq \lambda \leq 1 \),

\[
f(\lambda \bar{x} + (1-\lambda)\bar{y}) \leq \lambda f(\bar{x}) + (1-\lambda)f(\bar{y}).
\]

Furthermore, a function \( f \) is said to be strictly convex if equality holds only when \( \lambda = 0 \) or \( \lambda = 1 \).

\(^{10} \) A set \( \mathcal{O} \in \mathbb{R}^m \) is said to be convex if for every \( \bar{x} = (x_1, x_2, \ldots, x_m)^T \) and \( \bar{y} = (y_1, y_2, \ldots, y_m)^T \) in \( \mathcal{O} \) (where \( T \) denotes transposition), and every \( 0 \leq \lambda \leq 1 \), \( \lambda \bar{x} + (1-\lambda)\bar{y} \in \mathcal{O} \); in other words, the “convex combination” of any two “points” \( \bar{x} \) and \( \bar{y} \) in \( \mathcal{O} \) also belongs to \( \mathcal{O} \).
Note that different from the usual notations $x^n = (x_1, x_2, \ldots, x_n)$ or $\mathbf{x} = (x_1, x_2, \ldots)$ throughout this book, we use $\mathbf{x}$ to denote a column vector in this section.

**Definition B.17 (Concavity)** A function $f$ is **concave** if $-f$ is convex.

Note that when $O = (a, b)$ is an interval in $\mathbb{R}$ and function $f: O \to \mathbb{R}$ has a non-negative (resp. positive) second derivative over $O$, then the function is convex (resp. strictly convex). This can be shown via the Taylor series expansion of the function.

**Theorem B.18 (Jensen’s inequality)** If $f: O \to \mathbb{R}$ is convex over a convex set $O \subset \mathbb{R}^m$, and $\mathbf{X} = (X_1, X_2, \ldots, X_m)^T$ is an $m$-dimensional random vector with alphabet $\mathcal{X} \subset O$, then

$$E[f(\mathbf{X})] \geq f(E[\mathbf{X}]).$$

Moreover, if $f$ is strictly convex, then equality in the above inequality immediately implies $\mathbf{X} = E[\mathbf{X}]$ with probability 1.

**Note:** $O$ is a convex set; hence, $\mathcal{X} \subset O$ implies $E[\mathbf{X}] \in O$. This guarantees that $f(E[\mathbf{X}])$ is defined. Similarly, if $f$ is concave, then

$$E[f(\mathbf{X})] \leq f(E[\mathbf{X}]).$$

Furthermore, if $f$ is strictly concave, then equality in the above inequality immediately implies that $\mathbf{X} = E[\mathbf{X}]$ with probability 1.

**Proof:** Let $y = \mathbf{a}^T \mathbf{x} + b$ be a “support hyperplane” for $f$ with “slope” vector $\mathbf{a}^T$ and affine parameter $b$ that passes through the point $(E[\mathbf{X}], f(E[\mathbf{X}]))$, where a support hyperplane\(^{11}\) for function $f$ at $\mathbf{x}'$ is by definition a hyperplane passing through the point $(\mathbf{x}', f(\mathbf{x}'))$ and lying entirely below the graph of $f$ (see Figure B.7 for an illustration of a support line for a convex function over $\mathbb{R}$).

Thus,

$$\forall \mathbf{x} \in \mathcal{X} \quad a^T \mathbf{x} + b \leq f(\mathbf{x}).$$

---

\(^{11}\)A hyperplane $y = \mathbf{a}^T \cdot \mathbf{x} + b$ is said to be a support hyperplane for a function $f$ with “slope” vector $\mathbf{a}^T \in \mathbb{R}^m$ and affine parameter $b \in \mathbb{R}$ if among all hyperplanes of the same slope vector $\mathbf{a}^T$, it is the largest one satisfying $\mathbf{a}^T \mathbf{x} + b \leq f(\mathbf{x})$ for every $\mathbf{x} \in O$. A support hyperplane may not necessarily be made to pass through the desired point $(\mathbf{x}', f(\mathbf{x}'))$. Here, since we only consider convex functions, the validity of the support hyperplane passing $(\mathbf{x}', f(\mathbf{x}'))$ is therefore guaranteed. Note that when $\mathbf{x}$ is one-dimensional (i.e., $m = 1$), a support hyperplane is simply referred to as a support line.
By taking the expectation of both sides, we obtain
\[ a^T E[X] + b \leq E[f(X)], \]
but we know that \( a^T E[X] + b = f(E[X]). \) Consequently,
\[ f(E[X]) \leq E[f(X)]. \]

B.8 Lagrange multipliers technique and Karush-Kuhn-Tucker (KKT) conditions

Optimization of a function \( f(x) \) over \( x = (x_1, \ldots, x_n) \in X \subseteq \mathbb{R}^n \) subject to some inequality constraints \( g_i(x) \leq 0 \) for \( 1 \leq i \leq m \) and equality constraints \( h_j(x) = 0 \) for \( 1 \leq j \leq \ell \) is a central technique to problems in information theory. An immediate example is to maximize the mutual information subject to an “inequality” power constraint and an “equality” probability unity-sum constraint in order to determine the channel capacity. We can formulate such an optimization problem \[ \text{Eq. (5.1)} \] mathematically as\(^{12} \)

\[
\min_{x \in Q} f(x), \quad (\text{B.8.1})
\]

\(^{12}\)Since maximization of \( f(\cdot) \) is equivalent to minimization of \(-f(\cdot)\), it suffices to discuss the KKT conditions for the minimization problem defined in (B.8.1).
where

\[ Q \triangleq \{ x \in \mathcal{X} : g_i(x) \leq 0 \text{ for } 1 \leq i \leq m \text{ and } h_j(x) = 0 \text{ for } 1 \leq j \leq \ell \}. \]

In most cases, solving the constrained optimization problem defined in (B.8.1) is hard. Instead, one may introduce a dual optimization problem without constraints as

\[
L(\lambda, \nu) \triangleq \min_{x \in \mathcal{X}} \left( f(x) + \sum_{i=1}^{m} \lambda_i g_i(x) + \sum_{j=1}^{\ell} \nu_j h_j(x) \right). \tag{B.8.2}
\]

In the literature, \( \lambda = (\lambda_1, \ldots, \lambda_m) \) and \( \nu = (\nu_1, \ldots, \nu_\ell) \) are usually referred to as Lagrange multipliers, and \( L(\lambda, \nu) \) is called the Lagrange dual function. Note that \( L(\lambda, \nu) \) is a concave function of \( \lambda \) and \( \nu \) since it is the minimization of affine functions of \( \lambda \) and \( \nu \).

It can be verified that when \( \lambda_i \geq 0 \) for \( 1 \leq i \leq m \),

\[
L(\lambda, \nu) \leq \min_{x \in Q} \left( f(x) + \sum_{i=1}^{m} \lambda_i g_i(x) + \sum_{j=1}^{\ell} \nu_j h_j(x) \right) \leq \min_{x \in \mathcal{X}} f(x). \tag{B.8.3}
\]

We are however interested in when the above inequality becomes equality (i.e., when the so-called strong duality holds) because if there exist non-negative \( \bar{\lambda} \) and \( \bar{\nu} \) that equate (B.8.3), then

\[
f(x^*) = \min_{x \in Q} f(x) = L(\bar{\lambda}, \bar{\nu})
\]

\[
= \min_{x \in \mathcal{X}} \left[ f(x) + \sum_{i=1}^{m} \tilde{\lambda}_i g_i(x) + \sum_{j=1}^{\ell} \tilde{\nu}_j h_j(x) \right]
\]

\[
\leq f(x^*) + \sum_{i=1}^{m} \tilde{\lambda}_i g_i(x^*) + \sum_{j=1}^{\ell} \tilde{\nu}_j h_j(x^*)
\]

\[
\leq f(x^*), \tag{B.8.4}
\]

where (B.8.4) follows because the minimizer \( x^* \) of (B.8.1) lies in \( Q \). Hence, if the strong duality holds, the same \( x^* \) achieves both \( \min_{x \in Q} f(x) \) and \( L(\bar{\lambda}, \bar{\nu}) \), and \( \tilde{\lambda}_i g_i(x^*) = 0 \) for \( 1 \leq i \leq m \).

The strong duality does not in general hold. A situation that guarantees the validity of the strong duality has been determined by William Karush [157], and separately Harold W. Kuhn and Albert W. Tucker [173]. In particular, when \( f(\cdot) \)

\[ \sum_{i=1}^{m} \tilde{\lambda}_i g_i(x^*) = 0. \] Equating (B.8.4) implies \( \sum_{i=1}^{m} \tilde{\lambda}_i g_i(x^*) = 0. \) It can then be easily verified from \( \tilde{\lambda}_i g_i(x^*) \leq 0 \) for every \( 1 \leq i \leq m \) that \( \tilde{\lambda}_i g_i(x^*) = 0 \) for \( 1 \leq i \leq m \).
and \( \{g_i(\cdot)\}_{i=1}^m \) are both convex, and \( \{h_j(\cdot)\}_{j=1}^\ell \) are affine, and these functions are all differentiable, they found that the strong duality holds iff the KKT conditions are satisfied [38, p. 258].

**Definition B.19 (Karush-Kuhn-Tucker (KKT) conditions)** Point \( x = (x_1, \ldots, x_n) \) and multipliers \( \lambda = (\lambda_1, \ldots, \lambda_m) \) and \( \nu = (\nu_1, \ldots, \nu_\ell) \) are said to satisfy the KKT conditions if

\[
\begin{aligned}
g_i(x) &\leq 0, \quad \lambda_i \geq 0, \quad \lambda_i g_i(x) = 0 & i = 1, \ldots, m \\
h_j(x) &\leq 0 & j = 1, \ldots, \ell \\
(\frac{\partial f}{\partial x_k}(x) + \sum_{i=1}^m \lambda_i \frac{\partial g_i}{\partial x_k}(x) + \sum_{j=1}^\ell \nu_j \frac{\partial h_j}{\partial x_k}(x)) &+ \sum_{m+1}^n \lambda_{m+k} x_k = 0 & k = 1, \ldots, n
\end{aligned}
\]

Note that when \( f(\cdot) \) and constraints \( \{g_i(\cdot)\}_{i=1}^m \) and \( \{h_j(\cdot)\}_{j=1}^\ell \) are arbitrary functions, the KKT conditions are only necessary for the validity of the strong duality. In other words, for a non-convex optimization problem, we can only claim that if the strong duality holds, then the KKT conditions are satisfied but not vice versa.

A case that is particularly useful in information theory is when \( x \) is restricted to be a probability distribution. In such case, apart from other problem-specific constraints, we have additionally \( n \) inequality constraints \( g_{i+1}(x) = -x_i \leq 0 \) for \( 1 \leq i \leq n \) and one equality constraint \( h_{\ell+1}(x) = \sum_{k=1}^n x_k - 1 = 0 \). Hence, the KKT conditions become

\[
\begin{aligned}
g_i(x) &\leq 0, \quad \lambda_i \geq 0, \quad \lambda_i g_i(x) = 0 & i = 1, \ldots, m \\
g_{m+k}(x) &\leq -x_k \leq 0, \quad \lambda_{m+k} \geq 0, \quad \lambda_{m+k} x_k = 0 & k = 1, \ldots, n \\
h_j(x) &\leq 0 & j = 1, \ldots, \ell \\
h_{\ell+1}(x) &\leq \sum_{k=1}^n x_k - 1 = 0 \\
(\frac{\partial f}{\partial x_k}(x) + \sum_{i=1}^m \lambda_i \frac{\partial g_i}{\partial x_k}(x) - \lambda_{m+k} + \sum_{j=1}^\ell \nu_j \frac{\partial h_j}{\partial x_k}(x)) &+ \sum_{m+1}^n \lambda_{m+k} x_k = 0 & k = 1, \ldots, n
\end{aligned}
\]

From \( \lambda_{m+k} \geq 0 \) and \( \lambda_{m+k} x_k = 0 \), we can obtain the well-known relation below.

\[
\lambda_{m+k} = \begin{cases} 
(\frac{\partial f}{\partial x_k}(x) + \sum_{i=1}^m \lambda_i \frac{\partial g_i}{\partial x_k}(x) + \sum_{j=1}^\ell \nu_j \frac{\partial h_j}{\partial x_k}(x)) &+ \sum_{m+1}^n \lambda_{m+k} x_k = 0 \text{ if } x_k > 0 \\
0 & \text{if } x_k = 0
\end{cases}
\]

The above relation is the mostly seen form of the KKT conditions when it is used in problems in information theory.
Example B.20 Suppose for non-negative \( \{q_{i,j}\}_{1 \leq i \leq n, 1 \leq j \leq n'} \) with \( \sum_{j=1}^{n'} q_{i,j} = 1 \),

\[
\begin{align*}
  f(x) &= - \sum_{i=1}^{n} \sum_{j=1}^{n'} x_i q_{i,j} \log \frac{q_{i,j}}{\sum_{j'=1}^{n'} x_{i'} q_{i',j'}} \\
  g_i(x) &= -x_i \leq 0 \quad i = 1, \ldots, n \\
  h(x) &= \sum_{i=1}^{n} x_i - 1 = 0
\end{align*}
\]

Then the KKT conditions imply

\[
\begin{align*}
  x_i &\geq 0, \quad \lambda_i \geq 0, \quad \lambda_i x_i = 0 \quad i = 1, \ldots, n \\
  \sum_{i=1}^{n} x_i &= 1 \\
  -\sum_{j=1}^{n'} q_{k,j} \log \frac{q_{k,j}}{\sum_{j'=1}^{n'} x_{i'} q_{i',j'}} + 1 - \lambda_k + \nu = 0 \quad k = 1, \ldots, n
\end{align*}
\]

which further implies that

\[
\lambda_k = \begin{cases}
  -\sum_{j=1}^{n'} q_{k,j} \log \frac{q_{k,j}}{\sum_{j'=1}^{n'} x_{i'} q_{i',j'}} + 1 + \nu = 0 \quad x_k > 0 \\
  -\sum_{j=1}^{n'} q_{k,j} \log \frac{q_{k,j}}{\sum_{j'=1}^{n'} x_{i'} q_{i',j'}} + 1 + \nu \geq 0 \quad x_k = 0
\end{cases}
\]

By this, the input distributions that achieve the channel capacities of some channels such as BSC and BEC can be identified.

The next example shows the analogy of determining the channel capacity to the problem of optimal power allocation.

Example B.21 (Water-filling) Suppose with \( \sigma_i^2 > 0 \) for \( 1 \leq i \leq n \) and \( P > 0 \),

\[
\begin{align*}
  f(x) &= -\sum_{i=1}^{n} \log \left( 1 + \frac{x_i}{\sigma_i^2} \right) \\
  g_i(x) &= -x_i \leq 0 \quad i = 1, \ldots, n \\
  h(x) &= \sum_{i=1}^{n} x_i - P = 0
\end{align*}
\]
Then the KKT conditions imply

\[
\begin{cases}
x_i \geq 0, & \lambda_i \geq 0, & \lambda_i x_i = 0 & i = 1, \ldots, n \\
\sum_{i=1}^{n} x_i = P \\
-\frac{1}{\sigma_i^2 + x_i} - \lambda_i + \nu = 0 & i = 1, \ldots, n
\end{cases}
\]

which further implies that

\[
\lambda_i = \begin{cases}
-\frac{1}{\sigma_i^2 + x_i} + \nu = 0 & x_i > 0 \\
-\frac{1}{\sigma_i^2 + x_i} + \nu \geq 0 & x_i = 0
\end{cases}
\]
equivalently

\[
x_i = \begin{cases}
\frac{1}{\nu} - \sigma_i^2 & \sigma_i^2 < \frac{1}{\nu} \\
0 & \sigma_i^2 \geq \frac{1}{\nu}
\end{cases}
\]

This then gives the water-filling solution for the power allocation over parallel continuous-input AWGN channels. \(\square\)
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