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Let Xi,...,X, be independent and identically distributed random variables, each
with a Uniform distribution on the interval (0,1). Let X = min(Xy,...,X,) and Y =
max(Xy, ..., X,).

(a) Find P(X <3 <Y). (6]

Solution: The joint pdf of (X,Y) is

n(n — — )2 r T
f(x,y):{ (n—1)(y — x) for0<z<y<l

0 otherwise.

Therefore,

1 p1/2
P(X < % <Y) = /1 / n(n —1)(y — z)" *dazdy

(v-3)
1/2 2 1/2
B 1 1
N on o
1
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(b) Find E[X3]. [4]

Solution: The marginal pdf of X is

n(l—a)! for0<a <1
fx(@) = { 0 otherwise.

Therefore,
1 1
E[X?] = / w*n(1 — )" tdor = n/ (1 — )" da.
0 0
The integral on the right is B(4,n), where B(-,-) is the beta function. So

T(4)0(n) 6n 6

B =nBn) =ner o = im0t D - e ) T)
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2.  An urn contains 10 red balls, 10 blue balls, and 10 green balls. Ten balls are drawn at
random without replacement. For each green ball in the sample, it is replaced by a red
ball with probability 1/2 and by a blue ball with probability 1/2, independently for each
green ball in the sample. Let X denote the total number of red balls and Y the total
number of blue balls in the sample after the green balls are replaced. Find Cov(X,Y).
[10]

Solution: Write X = X7+ ...+ Xjpand Y =Y, + ...+ Yqy, where X; and Y, are the
indicators that the ¢th ball drawn ends up being red or blue, respectively. Then

10 10 10 10
Cov(X,Y) = Cov(Z X, Z}g) =33 Cov(X,,Y;) = 10Cov (X1, Y1) +90Cov(Xy, Ya),
=1 J=1 =1 j=1

where the last equality follows because, by symmetry, Cov(X;,Y;) is the same for all 7 and
Cov(X;,Y;) is the same for all i # j. We have

Cov(X1, Y1) = EXiY] - E[Xi|E[Y]

where the last equality follows because, again by symmetry, P(X; = 1) = P(Y; = 1).
Similarly, we also have P(X; = 1) = P(Y2 = 1) and so

Cov(X1,Ys) = P(X; =1,Y, =1) - P(X; = 1)

So it boils down to computing P(X; = 1) and P(X; = 1,Y; = 1). The event {X; = 1}
occurs if and only if either the first ball is red or the first ball is green and it is replaced
by a red ball. The probability of this is 55 + 30 X 3 = 3. The event {X; = 1,Y, = 1}
occurs if and only if (i) the first ball is red and the second ball is blue; (ii) the first ball
is green and is replaced by a red ball and the second ball is blue; (iii) the first ball is red
and the second ball is green and is replaced by a blue ball; or (iv) the first ball is green
and is replaced by a red ball and the second ball is green and is replaced by a blue ball.

The probability of the union of (i) to (iv) is (note (ii) and (iii) have the same probability)

R >é) () (2) () () ) (3) (2

87 3R
Then
10 90x89 90 90x89—100x87 690 115
XY)=-"— _ — = = =——~ —1. .
Cov(X,Y) 1 38 A 348 348 58 983
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Let M > 1 be a given positive constant. Let X, X, Xs,... be nonnegative random
variables.

(a) Suppose that E[X™] < M for all n > 1. Show that P(X > 1+¢) = 0 for any € > 0.
(5]

Solution: Let € > 0 be given. By Markov’s inequality

_ p(xn w o EX" M
PX>14¢)=PX"> (14" < T+ o < Tra

which holds for all n > 1. Since the right hand side can be made arbitrarily small the
only way the inequality can hold is if P(X > 1+¢€) =0.

(b) Suppose that E[X"] < M for all n. Show by counterexample that P(X,, > 1+¢) =0
for any € > 0 is not necessarily true.

[5]
Solution: Let

X - 0 with probability 1 — ﬁ
" | M with probability ja—

Then E[X]] = M™ x = = M for all n but for € €

(0,1) we have P(X,, > 1+ ¢)
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4. Let X have a Gamma(3,3) distribution. Conditional on X = z let Z have a normal
distribution with mean z and variance 2. Finally, let Y = ¢?. Find E[Y] and Var(Y).
[10]

Solution: Conditioned on X = x, E[Y] is the moment generating function of a N(x,2)
distribution evaluated at 1. Letting M,(-) denote this mgf, we have M, (t) = e***** and
so BlY | X = 1] = M,(1) = e*™'. Similarly, E[Y? | X = 2] = E[¢*? | X = 1] =
M,(2) = e**. Then by the law of total expectation, E[Y] = E[e*T!] = eMx(1) and
E[Y? = E[e***1] = e'Mx(2), where Mx(-) is the moment generating function of X.

Since X has a Gamma(3, 3) distribution we have M (t) = (%)3, and so

3\°  27e ) A
ElY|=e 3 :?%9.174 and E[Y?] =27¢"

Then )
2
Var(Y) = E[Y?] — E[Y]> = 27¢" — (g) e ~ 1390.
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5. Let X1, Xs,... be a sequence of independent random variables, where X, is Exponen-
tially distributed with mean 1/Inn?, where p > 0 is a fixed constant.
(a) Does X, converge in probability to a limiting random variable as n — oo? If so,

give the limit and prove the convergence. If not, prove it. (4]

Solution: Since X, is positive and F[X,] is converging to 0, if X,, converges in probability
it should be to the constant 0. To prove this, let € > 0 be given and compute

» 1
nE

as n — oo. This proves that X,, —p 0.

(b) Does X, converge almost surely to a limiting random variable as n — oo? If so,

give the limit and prove the convergence. If not, prove it. (6]

Solution: If X,, converges almost surely it must be to the constant 0 since in part(a) it was

shown that X, converges to 0 in probability, and almost sure convergence implies con-
1

n ncpP

vergence in probability. Since ) diverges for € small enough the sufficient condition
for almost sure convergence is not satisfied, so it is possible that X,, does not converge

almost surely. To check this we compute

M—o0 M—o0 ner
n=m n=m

00 M M 1
[[ PXa<e)= lim J] P(X, <e) = lim (1 — ) :

In particular, choosing ¢ = % we have

S z 1 m—1
[[ Pxn<1/p) = Jim <1 - —> = lim —— =0.
Thus, P(U, {(Xa > 1/p}) = 1= PO, (X0 < Up}) = 1= [, P(X0 < 1/p) =
1 -0 =1 for every m, and so P(ny°_, U2 {X, > 1/p}) = 1, since a countable
intersection of events of probability 1 has probability 1. If w € N%_, U {X, > 1/p}
then X, (w) > 1/p for infinitely many n, so X, (w) does not converge to 0. So with
probability 1, X,, does not converge to 0 and so X,, does not converge almost surely to

any limit.
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6. Let X, X5,... be independent and identically distributed random variables, each with
a Poisson distribution with mean 1. Let S,, = Xj + ...+ X,, for n > 1 and let M, (t) be

the moment generating function of S,,.
(a) Find the smallest n such that P(M,,(S,) > 1) > .99 using the exact probability. [6]

Solution: First, the common moment generating function of the X; is

= 1 =L (et)k : :
M(t) = E[etXi] = Zetkgefl —e ! Z (ek;l) =e te® =L,
k=0 ’ k=0 ’

Then M,(t) = M(t)" = ¢~ and M,(S,) = en(en=1) g
P(Mn(Sn) > 1) = P(en(esn—l) > 1) — P(n(eS" _ 1) > 0) — P(esn > 1) _ P(Sn > O)

The exact distribution of S,, is Poisson(n), so P(S, > 0) =1—P(S, =0) =1—¢e "
Setting this to .99 gives e™" = .01, or n = In 100 = 4.605. So n = 5 is the smallest n.

(b) Find the smallest n such that P(M,(S,) > 1) > .99 using the central limit theorem.
[4]

Solution: By the central limit theorem, the distribution of (S,, — n)/+/n is approximated
by a N(0,1) distribution, so that (from part(a)),

P(My(Sn) > 1) = P(S, > 0) = P((S, —n)/v/n > —v/n) = 1 — &(—/n),

where ®(+) is the standard normal cdf. Setting this to .99 gives ®(—y/n) = .01, or (from
the table) —/n = —2.33, or n = 5.429. So n = 6 is the smallest n according to this

approximation.
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Formula Sheet

Special Distributions

Beta distribution with parameters @ > 0 and § > 0:

F(a+ﬁ))$a71(1 7)1 ifo<r <1

flx) = NONC
0 otherwise.
_ _ of
o e CE )2 e RS

a =1 and § =1 gives the Uniform distribution on (0, 1).

Gamma distribution with parameters » > 0 and A > 0:

A_pr=le=2 if >0
T E[X] =%, Var(X)=—
0 otherwise. A A

()

\ r

r =1 gives the Exponential distribution with mean 1/\.

Normal distribution with mean p and variance o > 0:

L2 if g e R 2
flz) = 2mo EX]=p, Var(X)=o0
0 otherwise.

Mx(t) = e forteR.

i =0 and 0% = 1 gives the standard normal distribution.

Poisson distribution with mean A > 0:
Ae™ itk =0,1,2,...
0 otherwise.

Mx(t) = exp{Ae'—1)} forteR.
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The distribution function, ®(z), of a standard normal random variable
Note: &(—z) =1 — ®(2) for any z € R.

z 00 .01 02 03 .04 .05 .06 .07 .08 .09
0.0 | 0.5000 0.5040 0.5080 05120 0.5160 05199 0.5239 0.5279 0.5319 0.5359
0.1 [ 0.5398 0.5438 05478 05517 05557 05596 05636 0.5675 0.5714 0.5753
0.2 ]10.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141
03 10.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517
041 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879
051 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224
0.6 | 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549
0.7 1 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852
0.8 1 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133
091 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389
1.0 | 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621
1.1 | 0.8643 0.8665 0.8686 08708 08729 0.8749 0.8770 0.8790 0.8810 0.8830
1.2 1 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015
1.310.9032 0.9049 0.9066 0.9082 0.9099 09115 09131 0.9147 0.9162 0.9177
1.41 09192 0.9207 0.9222 0.9236 0.9251 09265 0.9279 0.9292 0.9306 0.9319
1.510.9332 0.9345 09357 09370 0.9382 0.9394 09406 0.9418 0.9429 0.9441
1.6 [ 0.9452 09463 09474 09484 09495 0.9505 09515 0.9525 0.9535 0.9545
1.7 1 0.9554 09564 09573 09582 09591 0.9599 09608 0.9616 0.9625 0.9633
1.8 | 0.9641 0.9649 0.9656 0.9664 09671 0.9678 0.9686 0.9693 0.9699 0.9706
1.910.9713 0.9719 09726 09732 09738 09744 0.9750 0.9756 0.9761 0.9767
20109772 0.9778 09783 09788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817
2.1 109821 0.9826 09830 09834 09838 09842 0.9846 0.9850 0.9854 0.9857
22109861 09864 09868 09871 09875 0.9878 0.9881 0.9884 0.9887 0.9890
231 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916
24109918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936
25109938 0.9940 0.9941 09943 0.9945 09946 09948 0.9949 0.9951 0.9952
26109953 0.9955 09956 09957 09959 0.9960 0.9961 0.9962 0.9963 0.9964
27109965 0.9966 09967 09968 09969 0.9970 09971 0.9972 0.9973 0.9974
281 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981
2.9 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985 0.9985 0.9986 0.9986
3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 09989 0.9989 0.9990 0.9990
3.110.9990 0.9991 09991 09991 09992 0.9992 0.9992 0.9992 0.9993 0.9993
32109993 0.9993 09994 09994 09994 0.9994 09994 0.9995 0.9995 0.9995
33109995 0.9995 09995 09996 09996 0.9996 0.9996 0.9996 0.9996 0.9997
34109997 0.9997 0.9997 0.9997 09997 09997 09997 0.9997 0.9997 0.9998




